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ส่วนที่ 1 เนื้อหา/องค์ความรู้จากการเข้าร่วมโครงการ  
1.1 ที่มาหรือวัตถุประสงค์ของโครงการโดยย่อ  

วัตถุประสงค์หลักของโครงการ คือ เพื่อผลักดันให้ภาครัฐใช้เทคโนโลยีดิจิทัลและ RegTech ในการเพิ่มผลิตภาพ 
ลดภาระการกำกับดูแล และพัฒนาระบบราชการให้มีความคล่องตัวและโปร่งใสมากขึ้น 
- ศึกษาและแลกเปลี่ยนความรู ้เกี่ยวกับการเปลี่ยนผ่านสูร่ะบบดจิิทัล (Digital Transformation) และเทคโนโลยี

ด้านการกำกับดูแล (RegTech) เพื่อเพ่ิมประสิทธิภาพและผลิตภาพของภาครัฐ 
- นำเสนอเครื ่องมือและแนวทางที่ขับเคลื่อนด้วย AI รวมถึงแนวปฏิบัติที ่เป็นเลิศและกลยุทธ์เพื ่อยกระดับ      

การให้บริการภาครัฐ 
- ส่งเสริมความร่วมมือระหว่างภาครัฐ เอกชน และภาคส่วนท่ีเกี่ยวข้อง เพื่อสร้างระบบกำกับดูแลที่คล่องตัวและ

มีประสิทธิภาพมากขึ้น 
- ทรัพยากรและความต้องการเชิงนโยบายหลัก เพื่อสนับสนุนการนำ RegTech ไปใช้และการขยายผลในภาครัฐ 

 
1.2  เนื้อหา/องค์ความรู้ที่ได้จากกิจกรรมต่าง ๆ พร้อมแสดงความคิดเห็นหรือยกตัวอย่างประเด็นท่ีสามารถนำมาปรับ

ใช้ในองค์กรหรือประเทศไทย ได้แก่ 
 

1. เร่ือง “Digital for Productivity: Insights from the Private to Public Sectors” 
โดย : Dr.Keita Oikawa 

การลงทุนด้านเทคโนโลยีในองค์กรไม่ใช่สิ ่งที ่จะสร้างผลผลิตที่เพิ่มขึ ้นได้โดยอัตโนมัติ แม้องค์กรจำนวนมากจะทุ่ม
งบประมาณจำนวนมากเพื่อพัฒนาเทคโนโลยีใหม่ๆ แต่กลับพบว่าผลลัพธ์ด้านประสิทธิภาพและความคุ้มค่าไม่ได้ชัดเจนเสมอไป 
งานวิจัยทางเศรษฐศาสตร์ที่ศึกษามายาวนานกว่า 30 ปีได้ให้คำอธิบายสำคัญว่า “เทคโนโลยีเพียงอย่างเดียวไม่สามารถสร้างผลิต
ภาพได้หากขาดองค์ประกอบที่จำเป็น” องค์ประกอบสำคัญเหล่านี้ ได้แก่ การพัฒนาทักษะของแรงงานให้สามารถใช้เทคโนโลยีได้
อย่างมีประสิทธิภาพ การบริหารจัดการและภาวะผู้นำท่ีมีคุณภาพ โครงสร้างองค์กรที่ยืดหยุ่น ระบบมาตรฐานและการประสานงาน
ที่ดีระหว่างหน่วยงาน และที่สำคัญคือ “เวลา” เพราะผลตอบแทนจากเทคโนโลยีต้องใช้ระยะเวลาหลายปีกว่าจะ เห็นผลลัพธ์ได้
เต็มที่ 

แนวคิดนี้สอดคล้องกับคำกล่าวของนักเศรษฐศาสตร์รางวัลโนเบล “โรเบิร์ต โซโลว์ (Robert Solow)” ที่กล่าวไวต้ั้งแต่ปี 
ค.ศ. 1987 ว่า “You can see the computer age everywhere but in the productivity statistics.” ซึ่งกลายเป็นที่รู้จักใน
ชื่อ “Solow Paradox” หมายถึง ปรากฏการณ์ที่แม้เทคโนโลยีจะแพร่หลาย แต่ผลิตภาพกลับไม่เพิ่มขึ้นอย่างที่คาดหวังในทาง
เศรษฐศาสตร์ ภายหลังนักวิชาการได้อธิบายว่าเทคโนโลยีอย่างคอมพิวเตอร์ หรือในปัจจุบันคือ AI เป็น “General Purpose 
Technology” หรือเทคโนโลยีพื้นฐานที่มีผลต่อทุกภาคส่วน แต่จะเกิดประโยชน์ได้จริงต่อเมื่อมีองค์ประกอบเสริม เช่น ระบบการ
จัดการและการพัฒนาทักษะของบุคลากรที่เหมาะสม 



งานวิจัยเปรียบเทียบระหว่างสหรัฐอเมริกาและยุโรปหลังปี 1995 ชี้ให้เห็นว่า แม้ทั้งสองภูมิภาคจะลงทุนด้านเทคโนโลยี
ในระดับใกล้เคียงกัน แต่ผลลัพธ์ที่ได้ต่างกันอย่างมาก สหรัฐอเมริกามีผลิตภาพเพิ่มขึ้นในภาคบริการที่ใช้เทคโนโลยีสารสนเทศสูง 
เนื่องจากมีระบบบริหารจัดการที่เข้มแข็ง การตั้งเป้าหมายและวัดผลชัดเจน ขณะที่ยุโรปกลับไม่เห็นผลชัดเพราะขาดระบบบริหารที่
ดีและไม่เน้นการพัฒนาคน ปัญหาขององค์กรจึงไม่ได้อยู่ที่เทคโนโลยีไม่คุ้มค่าแต่เกิดจากการขาดข้อมูล ความเข้าใจ และเวลาในการ
เปลี่ยนแปลงของผู้บริหาร 

เมื่อโลกก้าวเข้าสู่ยุคของ Generative AI บทเรียนเดิมก็ยังใช้ได้ แต่มี “องค์ประกอบใหม่” ที่สำคัญมากขึ้น ได้แก่ การ
ฝึกอบรมบุคลากรให้เข้าใจการใช้ AI อย่างปลอดภัย การออกแบบกระบวนการทำงานที่ให้คนและ AI ทำงานร่วมกัน และการ
จัดระบบแรงจูงใจรวมถึงการกำกับดูแลข้อมูลอย่างโปร่งใส งานวิจัยหลายชิ้นระบุว่า AI สามารถลดเวลาทำงานเอกสารได้ถึง 40% 
และเพิ่มคุณภาพของงานเขียนได้ราว 18% โดยเฉพาะกับพนักงานท่ีมีทักษะเริ่มต้นต่ำ ซึ่งหมายความว่าหากองค์กรออกแบบระบบ
อย่างเหมาะสม AI จะช่วยลดความเหลื่อมล้ำด้านผลิตภาพได้จริง อย่างไรก็ตาม งานที่ซับซ้อนหรือเกี่ยวข้องกับการตัดสินใจเชิง
นโยบายยังคงต้องใช้วิจารณญาณของมนุษย์และระบบกำกับดูแลควบคู่กันไปด้วย 

จากกรณีศึกษาของญี่ปุ่น เป็นตัวอย่างชัดเจนท่ีแสดงให้เห็นว่าความสำเร็จของเทคโนโลยีในภาครัฐเกิดจาก การปฏิรูปเชิง
โครงสร้างมากกว่าการติดตั้งระบบใหม่เพียงอย่างเดียว ภายหลังวิกฤตโควิด-19 ญี่ปุ่นได้จัดตั้ง Digital Agency เพื่อแก้ไขปัญหา
ความล่าช้าและการแยกส่วนของระบบราชการ โดยมีเป้าหมาย “สร้างรัฐบาลที่เช่ือมโยงกัน เป็นธรรม รวดเร็ว และไม่ทิ้งใครไว้ข้าง
หลัง” แนวทางของญี่ปุ่นประกอบด้วยหลายส่วน เช่น 

1. การกำหนดมาตรฐานระบบสารสนเทศของหน่วยงานให้เป็นแบบเดยีวกัน ได้แก่ ระบบยืนยันตัวตนดิจทิัลและ
ฐานข้อมูลทะเบยีนกลาง เพื่อให้สร้างครั้งเดียวและใช้ซ้ำได้ทั้งระบบราชการ 

2. GovCloud ระบบคลาวด์ภาครัฐทีม่ีความปลอดภัย ยดืหยุ่น และลดการลงทุนซ้ำซ้อน 
3. มีมาตรฐานข้อมูลเพื่อเช่ือมโยงข้อมูลและลดต้นทุนการประสานงาน 
4. มีระบบกำกับติดตามแบบครบวงจร (End-to-End Oversight) ที่ติดตามผลลัพธ์ตั้งแต่การขออนุมตัิงบประมาณ

จนถึงผลที่เกิดขึ้นจริงกับประชาชน 
5. มีธรรมาภิบาล AI (AI Governance) โดยมีแนวทาง “Risk-based Generative AI Guideline” ที่กำหนดให้ทุก

กระทรวงมี Chief AI Officer และคณะผู้ทรงคณุวุฒิคอยกำกับดูแลให้การใช้ AI มีความปลอดภัยและโปร่งใส 
 
บทเรียนทางเศรษฐศาสตร์และกรณีศึกษาญี่ปุ่น สามารถสรุปแนวทางสำคัญได้ 5 ประการคือ 

1. ต้องมองเทคโนโลยีเป็นเทคโนโลยพีื้นฐานท่ีต้องลงทุนในองค์ประกอบอื่นๆ ควบคู่กัน 
2. ต้องวางแผนระยะยาวและตั้งเป้าหมายที่วัดผลได้ โดยมักเห็นผลชัดเจนภายใน 5–7 ปี 
3. ต้องสร้างโครงสร้างพื้นฐานดิจิทัลร่วมระดับชาติ เช่น ระบบดิจิทลั ID  ฐานข้อมูลกลาง และคลาวดภ์าครัฐ 
4. ต้องมีระบบกำกับติดตามแบบครบวงจร ตั้งแต่งบประมาณจนถึงผลลัพธ์สุดท้ายทีไ่ดร้ับ 
5. ต้องแต่งตั้งผู้นำด้าน AI และนำนโยบาย AI ที่ยึดหลักความเสี่ยงและความโปร่งใส เพื่อสร้างความเช่ือมัน่ต่อ

สาธารณะ 
 เทคโนโลยีเป็นเพียงเครื่องมือ แต่สิ่งที่กำหนดผลลัพธ์คือคน ระบบ และการบริหารจัดการ ประสบการณ์จากท้ังภาควิจัย

และภาครัฐยืนยันว่าการเพิ่มผลิตภาพไม่ได้เกิดจากการติดตั้งระบบใหม่ แต่เกิดจาก การเชื่อมโยงเทคโนโลยีเข้ากับการเปลี่ยนแปลง
ของคนและองค์กร ดังนั้น หากภาครัฐสามารถออกแบบนโยบายและการบริหารที่บูรณาการเทคโนโลยีเข้ากับการพัฒนาทักษะคน 
กระบวนการ และมาตรฐานร่วมได้อย่างเป็นระบบก็จะสามารถสร้างรัฐบาลที่มีผลิตภาพสูงและพร้อมรับอนาคตได้จริง 
 
 
 
 
 



2. เร่ือง “Case Studies – RegTech in Practice: Lessons from Implementation and Innovation” 
โดย : Dr. Hau Chen Mike Lee 
RegTech (Regulatory Technology) ถูกนำมาใช้ครั้งแรกในปี 2015 โดยสำนักงานกำกับการเงินของ สหราชอาณาจกัร 

(UK FCA) เป็นส่วนหนึ ่งของ FinTech เพื ่อช่วยให้การปฏิบัติตามกฎหมายและข้อบังคับมีประสิทธิภาพมากขึ้นในปัจจุบัน 
RegTech กลายเป็นโครงสร้างหลักของภาคส่วนที่มีกฎระเบียบซับซ้อน ทั้งภาคการเงิน ประกันและภาครัฐ จึงทำให้ RegTech มี
บทบาทสำคัญในการเป็นโครงสร้างพื้นฐานสำหรับทุกภาคส่วนท่ีต้องทำงานในด้านกำกับดูแลการดำเนินงานให้เป็นไปตามกฎหมาย
หรือกฎระเบียบ 

ประโยชน์ต่อภาครัฐ 
1. ลดระยะเวลาในการอนุมัติและลดข้อผิดพลาดในการดำเนินงาน 

RegTech ช่วยให้หน่วยงานภาครัฐสามารถเปลี่ยนกระบวนการตรวจสอบและอนุมัตจิากระบบเอกสารแบบเดิมไปสูร่ะบบ
อัตโนมัติที่ใช้ข้อมูลและกฎเกณฑ์ดิจิทัลเป็นฐาน (rule-based automation) ทำให้การอนุมัติใบอนุญาต การต่ออายุ หรือการ
ตรวจสอบเอกสารทางกฎหมายสามารถทำได้ภายในไม่กี่ชั่วโมง แทนที่จะต้องใช้เวลาหลายวัน  ระบบสามารถตรวจจับความไม่
ครบถ้วนของข้อมูล หรือข้อผิดพลาดที่มักเกิดจากการกรอกข้อมูลด้วยตนเองได้อัตโนมัติ  ทำให้เจ้าหน้าที่สามารถมุ่งเน้นงาน
วิเคราะห์เชิงนโยบาย แทนการทำงานซ้ำ ๆ ทางเอกสาร 

2. มีความโปร่งใส โดยสามารถตรวจสอบและติดตามกระบวนการยอ้นหลังได้ (Traceable & Auditable) ทำนาย
ความเสี่ยงล่วงหน้า และบังคับใช้กฎได้อย่างชาญฉลาด 

คุณสมบัติสำคัญของ RegTech คือ การบันทึกทุกขั้นตอนอย่างตรวจสอบได้ (audit trail) ซึ่งสร้างความโปร่งใสในระบบ
ราชการและเพิ่มความเชื่อมั่นของประชาชน ระบบจะบันทึกทุกข้ันตอนของการดำเนินงาน เช่น ผู้อนุมัติ วันท่ี เวลา และเหตุผลใน
การตัดสินใจ หากเกิดข้อร้องเรียนหรือข้อสงสัย หน่วยงานสามารถเรียกดูข้อมูลย้อนหลังได้ทันที ช่วยให้การตรวจสอบภายในและ
ภายนอกและมีหลักฐานชัดเจน ลดความเสี่ยงจากการทุจริต 

3. การปฏิบัติตามกฎระเบียบมีค่าใชจ้่ายที่ลดลง พร้อมทั้งเพ่ิมความยืดหยุ่นในการปรับตัวตามกฎระเบียบที่
เปลี่ยนแปลงอย่างรวดเร็ว 

การนำเทคโนโลยี RegTech มาใช้ช่วยลดต้นทุนด้านเวลา บุคลากร และค่าใช้จ่ายในการจัดทำเอกสารหรือรายงานการ
ปฏิบัติตามกฎระเบียบ โดยระบบสามารถดำเนินการตรวจสอบ วิเคราะห์ และอัปเดตข้อมูลโดยอัตโนมัติ ทำให้องค์กรสามารถ
ปรับตัวได้อย่างรวดเร็วเมื่อต้องเผชิญกับการเปลี่ยนแปลงของกฎหมายหรือข้อบังคับใหม่ ๆ 

 
การเปลี่ยนผ่านจาก “Financial RegTech” สู่ “AI-Powered RegTech” 

ในช่วงแรกของการพัฒนา RegTech แนวคิดนี้เกิดขึ้นในภาคการเงิน โดยเฉพาะธนาคารและสถาบันการเงิน เพื่อตอบ
โจทย์ความท้าทายในการปฏิบัติตามกฎระเบียบทางการเงินท่ีซับซ้อนและเปลี่ยนแปลงอย่างรวดเร็ว เช่น กฎหมาย ป้องกันการฟอก
เงิน (AML) และกฎเกณฑ์ด้าน KYC (Know Your Customer) ในยุคแรกเน้นการทำงานแบบอัตโนมัติของกฎระเบียบ (Rule-
Based Automation) ใช้เทคโนโลยี เช่น Big Data Analytics, Machine Learning เบื้องต้น และ Blockchain เพื่อเพิ่มความ
ถูกต้องและความเร็วในการตรวจสอบธุรกรรม จุดมุ่งหมายหลักคือลดต้นทุนการกำกับดูแลและเพิ่มประสิทธิภาพการรายงานต่อ
หน่วยงานกำกับ จุดเปลี่ยนคือการเข้ามาของ Artificial Intelligence (AI) โดยเฉพาะ Large Language Models (LLMs) และ 
Retrieval-Augmented Generation (RAG) เริ่มมีศักยภาพสูงขึ้น RegTech จึงก้าวเข้าสู่ยุคใหม่ท่ีเรียกว่า AI-Powered RegTech 
ซึ่งสามารถอ่านและตีความข้อกฎหมาย หรือประกาศใหม่ได้อัตโนมัติ ไม่ต้องรอโปรแกรมเมอร์ปรับระบบ สามารถเรียนรู้จากข้อมูล
การกำกับ กรณีศึกษา และคำตัดสินท่ีผ่านมา เพื่อปรับปรุงความแม่นยำ ปรับใช้กับภาคอื่น เช่น สิ่งแวดล้อม พลังงาน สุขภาพ หรือ
การกำกับโรงงานอุตสาหกรรมและเจ้าหน้าที่รัฐสามารถถามคำถามเชิงนโยบายหรือข้อกฎหมายด้วยภาษามนุษย์ ซึ่ง AI จะตอบ
พร้อมอ้างอิงแหล่งข้อมูลจริง 

องค์ประกอบหลักของเทคโนโลยี AI  
1. Large Language Models (LLM) เป็นโมเดลภาษาขนาดใหญ่ที่เข้าใจผู้ใช้และสร้างข้อความอัตโนมัต ิ



2. Retrieval-Augmented Generation (RAG)  เป็นการนำ LLM มาผนวกกับระบบค้นหาข้อมลู(Retrieval) 
เพื่อให้ LLM สามารถดึงข้อมูลจริงจากฐานข้อมูลหรือเอกสารภายนอกได้แบบเรียลไทม์ แล้วนำข้อมูลเหล่านั้นมาใช้
ช่วยสร้างข้อความหรือคำตอบที่แม่นยำและเป็นข้อมลูปัจจุบัน 

3. Agentic AI  ระบบท่ีมีหลายตัวแทน (agents) กัน แต่ละหน่วยสามารถทำงานเฉพาะด้านได้อย่างอิสระ แต่สามารถ
ทำงานร่วมกันแบบอัตโนมตั ิ

4. Reasoning AI  เป็น AI ที่สามารถให้เหตุผลเป็นลำดับขั้นตอน ตั้งแต่การพิจารณาข้อมลูต่าง ๆ ทลีะขัน้แล้ว
เชื่อมโยงความคดิจนได้ข้อสรุปท่ีนา่เชื่อถือและมีเหตุผลรองรับ 

5. Code Generation AI เป็น AI ที่สามารถเขียนและดีบักโปรแกรมได้เอง 
ปัจจุบันท้ังองค์ประกอบหลักนี้เปน็รากฐานของระบบ RegTech ยคุใหม่ท่ีสามารถสรุปกฎหมาย ตอบคำถามเชิง

กฎระเบียบ ตรวจสอบเอกสาร และเฝ้าระวังแบบเรียลไทมไ์ด ้
 

แนวโน้ม RegTech กับ AI 
RegTech ยุคใหม่กำลังผสานกับเทคโนโลยปีัญญาประดิษฐ์ (AI) ในระดับเชิงลึก โดยเฉพาะในสามเทคโนโลยีหลัก ได้แก่ 

Large Language Models (LLM), Retrieval-Augmented Generation (RAG) และ Agentic AI  กำลังเปลีย่นแปลงภาพรวม
ของงานด้าน RegTech อย่างชัดเจนและมผีลกระทบอย่างมาก ทำให้ระบบการกำกับดูแลและการปฏบิัติตามข้อบังคับมีความ
แม่นยำ รวดเร็ว โปร่งใส และตรวจสอบได้มากข้ึน ซึ่งกำลังเปลี่ยนแปลงวิธีการทำงานของหน่วยงานกำกับดูแลและสถาบันการเงิน
ทั่วโลก 

• LLM    ช่วยสรุปกฎหมาย วิเคราะห์การเปลี่ยนแปลง และให้คำตอบ Q&A ทางกฎระเบียบ 
• RAG   ตรวจจับและอ้างอิงกฎหมายที่แท้จริง ลดปญัหา “AI แต่งคำตอบ” 
• Agentic AI  ทำงานหลายขั้นตอน เช่น ตรวจสอบธุรกรรม แจ้งเตือนความเสี่ยงและจัดทำรายงานอัตโนมัติ 
 

ตัวอย่าง วิสัยทัศน์ด้านนโยบายปัญญาประดิษฐ์ของสาธารณรัฐจีน (ไต้หวัน) พ.ศ. 2568 และในระยะต่อไป 
ไต้หวันมุ่งมั่นท่ีจะพัฒนาให้เป็น “ศูนย์กลางปัญญาประดิษฐ์ระดับโลก” และ “เกาะแห่งปัญญาประดิษฐ์” ภายในปี พ.ศ. 

2583  ซึ่งได้ลงทุนกว่า NT$100,000 ล้าน ในโครงสร้างพื้นฐานคอมพิวเตอร์ (GPU clusters) และการพัฒนาทักษะบุคลากร โดยมี
กระทรวงดิจิทลั (MoDA) เป็นหนว่ยงานหลักของไต้หวันที่รับผิดชอบการกำหนดยุทธศาสตร์ระดับชาติด้านเทคโนโลยีดิจิทลั 
ปัญญาประดิษฐ์ (AI) และการกำกบัดูแลข้อมลู โดยมุ่งสรา้ง “ระบบนิเวศ AI แห่งชาติ (AI Ecosystem)” ที่ครอบคลุมทั้งภาครัฐ 
ภาคอุตสาหกรรม และภาคการศึกษา เพื่อผลักดันใหไ้ต้หวันกลายเปน็ “เกาะแห่งปัญญาประดิษฐ์ (Island of Artificial 
Intelligence)” ภายในปี 2583 

 
การส่งเสริมการพัฒนาอุตสาหกรรม  
 กระทรวงกิจการดิจิทัล (MODA) ได้กำหนดยุทธศาสตร์หลัก 5 ด้าน เพื่อขับเคลื่อนการพัฒนาอุตสาหกรรม
ปัญญาประดิษฐ์ ประกอบด้วย 

1. การขยายขีดความสามารถด้านการประมวลผล ด้วยการจดัตั้งคลสัเตอร์ GPU ให้บริการฟร ี
2. การพัฒนาแพลตฟอรม์ข้อมูลขนาดใหญ่แบบเปดิ (Open Big Data Platforms) เพื่อส่งเสริมการวิจัยและนวัตกรรม 
3. การพัฒนาและดึงดูดบุคลากรด้านปัญญาประดิษฐ์ (AI Talent) 
4. การส่งเสริมการตลาดด้าน AI ทั้งในประเทศและตา่งประเทศ 
5. การระดมทุนจากภาครัฐและเอกชนเพื่อสนับสนุนสตาร์ทอัพและธุรกจิขนาดกลางท่ีอยู่ในช่วงขยายตัว (Scale-ups) 

 
 
 



โครงการสำคัญ เช่น 
• AI Software Development 
• Smart Government & Data Governance 
• Talent Cultivation 
• Sovereign AI Fund และ Infrastructure 

 
การนำ AI ไปใช้ในภาคอุตสาหกรรม 

• เปิดรับปัญหาจากภาคอุตสาหกรรมทุกประเภท 
รัฐบาลเปิดให้บริษัท โรงงาน หรือผู้ประกอบการท้องถิ่น ส่งโจทย์ปญัหาจริงท่ีพบในกระบวนการผลิต บริการ หรือบริหาร

จัดการ ตัวอย่างเช่น ปัญหาของเสยีในสายการผลิต การคาดการณ์ความต้องการตลาด หรือการบริหารต้นทุนพลังงาน 
• จับคู่กับทีมพัฒนา AI จากมหาวิทยาลัยหรือสตาร์ทอัพ (Problem–Solver Matching) 

ภาครัฐทำหน้าท่ีเป็น “ตัวกลาง” เช่ือมโยงระหว่างผูม้ีปัญหา (enterprises) กับผู้แก้ปัญหา (AI solution teams)  ทีม
พัฒนาประกอบด้วยนักวิจัย อาจารย์ นักศึกษา และสตาร์ทอัพเทคโนโลยี ท่ีมีความเช่ียวชาญดา้น AI โครงการที่ผ่านการคัดเลือกจะ
ได้รับงบประมาณสนับสนุนและทีป่รึกษาทางเทคนิคจากกระทรวงดจิิทัล (MoDA) 

• สนับสนุนให้เกิดต้นแบบ (AI Prototype) และการใช้งานจริงในอตุสาหกรรม 
เมื่อมีการพัฒนาระบบต้นแบบสำเร็จ จะนำไปทดสอบในสถานประกอบการจริง เพื่อให้ไดผ้ลลัพธ์ที่เปน็รูปธรรม หาก

โครงการมศีักยภาพต่อยอด รัฐบาลจะสนับสนุนให้ขยายผลเชิงพาณชิย์หรือใช้ในระดับอุตสาหกรรม 
 

การพัฒนาบุคลากร (Talent Cultivation) 
รัฐบาลไต้หวันให้ความสำคญักับคนพอๆ กับเทคโนโลยี โดยมองว่าความสำเร็จของนโยบาย AI ต้องอาศัยบุคลากรที่เข้าใจ

เทคโนโลยีและสามารถปรับใช้กับบริบทจริงของอุตสาหกรรมได้ ดังนั้นจึงมีการวางระบบพัฒนาและบม่เพาะบุคลากรอย่างครบ
วงจร ตั้งแต่ระดับการศึกษาไปจนถึงระดับมืออาชีพ 

แนวทางการพัฒนา 3 ระดับ 
o ระดับการศึกษาเบื้องต้น (Early Education & Vocational School)  โดยบรรจุหลักสูตร พื้นฐาน

ปัญญาประดิษฐ์ (AI Literacy) ในโรงเรียนมัธยมและอาชีวศึกษา สรา้งความเข้าใจเบื้องต้นด้านข้อมูล (Data Literacy), จริยธรรม 
AI (AI Ethics) และความปลอดภยัไซเบอร์ ปลูกฝังทักษะการคิดเชิงตรรกะ (Computational Thinking) เพื่อเตรียมความพร้อมสู่
ตลาดแรงงานในอนาคต 

o ระดับมหาวิทยาลัยและสถาบันวิจัย (Higher Education & R&D) โดยจัดตั้ง AI Innovation Labs ภายใน
มหาวิทยาลยัหลัก เพื่อให้นักศึกษาได้ทดลองสร้างต้นแบบจริง (Prototype) มีการจัดการแข่งขันและโครงการประกวด AI 
Innovation Contest เพื่อกระตุน้ให้นักศึกษาพัฒนาโครงการตอบโจทย์ภาคอตุสาหกรรม และส่งเสริมความร่วมมือ Industry–
University Collaboration เช่น การฝึกงาน การทำวิจัยร่วม และการถ่ายทอดเทคโนโลย ี

o ระดับอาชีพและภาครัฐ (Professional & Public Sector Development) โดยจดัอบรมสำหรบั
เจ้าหน้าท่ีรัฐ เพื่อให้เข้าใจการใช้ AI ในการกำกับดูแล (RegTech, GovTech) สนับสนุนให้สถาบันฝกึอบรมของรัฐ เช่น สถาบัน
พัฒนาบุคลากรภาครัฐ (Civil Service Development Institute) เพิ่มหลักสูตรด้าน AI และ Data Analytics และสรา้งระบบ 
“AI Fellowship” สำหรับผู้เชี่ยวชาญและนักวิจัยท่ีต้องการทำงานในหน่วยงานภาครัฐ 

 
การกำหนดกรอบมาตรฐานในการประเมินการใช้ปัญญาประดิษฐภ์าครัฐ (Benchmark Framework for Government AI Use) 

1. ความสอดคล้องเชิงยุทธศาสตร์ (Strategic Alignment) 
ต้องสอดคล้องกับพันธกิจของหน่วยงาน เป้าหมายนโยบาย และผลลพัธ์ที่ต้องการต่อสาธารณะ 



2. ประสิทธิภาพและความแมน่ยำ (Performance and Accuracy) 
กำหนดตัวช้ีวัดในการประเมินคุณภาพของระบบ เช่น ความแม่นยำ (Accuracy), ความเที่ยงตรง (Precision), และอัตรา
การตอบสนอง (Recall)  

3. ความเป็นธรรมและจริยธรรม (Fairness and Ethics) 
ตรวจสอบอคติ ความเท่าเทียม และการปฏิบัตติามหลักจรยิธรรมในการใช้งาน AI ภาครัฐ 

4. ความโปร่งใสและความรับผิดชอบ (Transparency and Accountability) 
ต้องสามารถอธิบายกระบวนการตดัสินใจของระบบได้ (Explainability) ตรวจสอบย้อนหลังได้ (Auditability) และมี
กระบวนการรับฟังข้อเสนอแนะหรือการอุทธรณจ์ากประชาชนอย่างชัดเจน 

5. ความมั่นคงและการคุ้มครองข้อมูลส่วนบุคคล (Security and Data Privacy) 
ต้องมีมาตรการคุม้ครองข้อมูลสาธารณะที่มีความอ่อนไหวอย่างรัดกมุ และเป็นไปตามกฎหมายและข้อกำหนดด้านความ
เป็นส่วนตัวท่ีเกี่ยวข้องทั้งหมด 

6. ประสิทธิผลและความคุม้ค่า (Efficiency and Value) 
ประเมินผลลัพธ์เชิงประสิทธิภาพและความคุ้มค่าของการใช้ระบบ AI ต่อภารกิจของภาครัฐและประชาชน 

7. การทบทวนและพัฒนาอย่างต่อเนื่อง (Continuous Review and Improvement) 
ดำเนินการติดตาม ประเมินผล และปรับปรุงระบบ AI อย่างต่อเนื่อง เพื่อให้สอดคล้องกับเทคโนโลยี มาตรฐาน และความ
ต้องการของสังคมที่เปลีย่นแปลงอยู่เสมอ 

 
3. เร่ือง “AI Governance, Digital Assets, and Public-sector Regulatory Readiness” 

โดย : Professor Vu Minh Khuong 
ในยุคของปัญญาประดิษฐ์ (AI Era) เป็นช่วงเวลาสำคัญของการเปลี่ยนแปลงระดับอารยธรรมใหม่ ซึ่งต้องอาศัยธรรมาภิ

บาล (Governance) ที่มีคุณภาพในการกำกับทิศทางและใช้ประโยชน์จากเทคโนโลยีให้เกิดผลสูงสุดทั้งในระดับประเทศ องค์กร
และชุมชน โดยเฉพาะต่อภาครัฐและประสบการณ์ของประเทศในกลุ ่มอาเซียนในการพัฒนากรอบธรรมา ภิบาล AI (AI 
Governance Framework) ปัจจัยขับเคลื่อนและแนวโน้มระดับโลก (Global Megatrends) มีอยู่ 8 แนวโน้มหลักที่กำลังเปลี่ยน
โลกปัจจุบัน ได้แก่  

1. โลกท่ีผันผวนและคาดเดาไม่ได้ (VUCA) 
2. โลกาภิวัตน์ที่ยังคงดำเนินต่อไป 
3. การผงาดของเอเชีย (Rise of Asia) โดยเฉพาะจีน อินเดีย เวียดนาม ฟิลิปปินส์ 
4. ความเป็นเมือง (Urbanization) 
5. สังคมผู้สูงอายุ (Aging Society) 
6. ความรับผิดชอบทางสังคมและสิ่งแวดล้อม 
7. การเปลี่ยนผ่านทางดิจิทัล (Digital Transformation) 
8. อิทธิพลของ AI และเทคโนโลยีเร่งการเปลี่ยนแปลง 

ซึ่งทั้งหมดนี้กำลังสร้างบริบทใหม่ให้กับเศรษฐกิจและสังคมโลก โดย AI ถูกจัดให้เป็นเทคโนโลยีพื้นฐานทั่วไปที่
ทรงพลังที่สุดในยุคปัจจุบันเพราะสามารถนำไปประยุกต์ใช้ได้ในทุกภาคส่วนของเศรษฐกิจ มีการพัฒนาอย่างต่อเนื่องจนต้นทุน
ลดลง และยังเป็นตัวเร่งให้เกิดนวัตกรรมใหม่ ๆ อย่างกว้างขวาง ด้วยเหตุนี้ การเข้าสู่ยุค AI จึงเปรียบเสมือนการก้าวเข้าสู่ยุคแห่ง
การเปลี่ยนผ่านสู่ยุคใหม่ ซึ่งองค์กรและบุคคลทั่วไปสามารถใช้ AI เป็นเครื่องมือสร้างคุณค่าได้อย่างไม่จำกัด ซึ่งเน้นว่า AI ไม่
เพียงแต่เปลี่ยนรูปแบบการผลิตหรือการบริหารเท่านั้น แต่ยังส่งผลต่อประสิทธิภาพของเศรษฐกิจโลก และรูปแบบการสร้างมลูค่า
ในอนาคต ปัจจุบันบริษัทช้ันนำของโลกต่างให้ความสำคัญกับการลงทุนด้าน AI ไม่ว่าจะเป็นเรื่องโครงสร้างพื้นฐานดิจิทัล และระบบ
การกำกับดูแลที่โปร่งใสและมีจริยธรรม เพื่อนำศักยภาพของเทคโนโลยีนี้ไปใช้ได้เต็มประสิทธิภาพ เมื่อเทคโนโลยีดิจิทัลเข้ามามี
บทบาทในบริการสาธารณะหลัก เช่น การแพทย์ การเงิน การศึกษา และโครงสร้างพื้นฐานการมีธรรมาภิบาลดิจิทัล (Digital Tech 



Governance) ที่เข้มแข็งจึงกลายเป็นสิ่งจำเป็น เพราะจะช่วยป้องกันความเสี่ยงเชิงระบบ สร้างความเชื่อมั่นแก่สังคม และทำให้
การนำนวัตกรรมมาใช้เป็นไปอย่างปลอดภัยและมีมาตรฐานสากล 

ภายใต้แนวคิดนี้มีกรอบการกำกับดูแลองค์กรด้าน AI (AI Governance Framework) ที ่เร ียกว่า STAR+2 Model ซึ่ง
ประกอบด้วย 7 องค์ประกอบ ได้แก่ 

1. Strategy    กำหนดวิสัยทัศน์และหลักการ 
2. Structure    ระบุผู้รับผิดชอบและกลไกตรวจสอบ 
3. Processes    วางระบบการทำงานและการตอบสนอง 
4. Rewards    จัดระบบแรงจูงใจและตัวช้ีวัดผลลัพธ์ 
5. People    พัฒนาทักษะและวัฒนธรรมองค์กร 
6. Infrastructure & Tools  จัดเตรียมระบบข้อมูลและความปลอดภัย 
7. Ecosystem & Trust  สร้างความโปร่งใสและความไว้วางใจจากสังคม 

จากกรอบดังกล่าว สรุปว่าปัจจัยสำคัญสู่ความสำเร็จในการเปลี่ยนผ่านสู่ยุค AI ได้แก่ ภาวะผู้นำที่มีวิสัยทัศน์ การลงทุนใน
โครงสร้างพื้นฐานดิจิทัล การพัฒนาทด้านบุคลากร และการสร้างระบบนิเวศนวัตกรรมที่ยั่งยืน ขณะเดียวกัน รัฐบาลต้องรับมือกับ
ความท้าทาย เช่น การขาดแคลนข้อมูลและทักษะ การต่อต้านการเปลี่ยนแปลงในองค์กร รวมถึงความเสี่ยงด้านจริยธรรมและความ
มั่นคง 

แนวนโยบายหลักด้าน AI (AI Policy Priorities) 7 ประการ เช่น การส่งเสริมการเปลี่ยนผ่านด้วย AI การลงทุนในศูนย์
ข้อมูลและพลังงานสะอาด การพัฒนา Responsible AI และการประสานยุทธศาสตรร์ะดบัประเทศให้สอดคล้องกันอย่างมีเอกภาพ 
ซึ่งได้อ้างอิงถึง หลักการของ OECD สำหรับ AI ที่น่าเชื่อถือ (Trustworthy AI) ซึ่งกำหนดไว้ 5 ด้าน ได้แก่ การเติบโตที่ยั่งยืน สิทธิ
มนุษยชน ความโปร่งใส ความปลอดภัย และความรับผิดชอบ พร้อมข้อเสนอให้แต่ละประเทศลงทุนในงานวิจัย สร้างระบบนิเวศที่
เอื้อต่อ AI และส่งเสริมความร่วมมือระหว่างประเทศเพื่อยกระดับมาตรฐานสากล ในส่วนของภูมิภาคอาเซียน เช่น กลุ่มประเทศ
อาเซียนได้กำหนด หลักการ 7 ประการในการกำกับดูแล AI (ASEAN’s Seven Guiding Principles) ซึ่งประกอบด้วย 

1. ความโปร่งใสและการอธิบายได้ 
2. การให้ความสำคัญกับมนุษย์เป็นศูนย์กลาง 
3. ความเป็นธรรมและความเท่าเทียม 
4. การคุ้มครองข้อมูลส่วนบุคคล 
5. ความปลอดภัยและความมั่นคง 
6. ความรับผิดชอบและจริยธรรม 
7. ความมั่นคงแข็งแกร่งและความเช่ือถือได้ 
โดยสรุปคือการกำกับดูแล AI อย่างมีประสิทธิภาพเริ่มต้นจากการเปลี่ยนกรอบความคิด (Mindset Change) ผู้นำและ

องค์กรต้องเข้าใจท้ังจุดแข็งและข้อจำกัดของตนเอง วิเคราะห์สิ่งแวดล้อมภายนอก และมียุทธศาสตร์ที่ชัดเจนในการสรา้งคุณคา่ดว้ย 
AI เพื่อขับเคลื่อนประเทศให้ก้าวข้ามกับดักรายได้ปานกลางและใช้เทคโนโลยีเพื่อสร้างเศรษฐกิจท่ียั่งยืนและเท่าเทียม 
 
4. เร่ือง “Institutionalizing Innovation: The Bangko Sentral ng Pilipinas (BSP) Regulatory Sandbox 

Framework (Circular No. 1153)” 
โดย : Mhel T. Plabasan 
กรอบการดำเนินงานพื้นที่ทดลองกำกับดูแลของธนาคารกลางฟิลปิปินส์ (BSP Regulatory Sandbox 

Framework)  
Regulatory Sandbox ในฟิลิปปนิส์ไม่ใช่แค่พ้ืนท่ีทดลองของเอกชน แต่เป็นพ้ืนท่ีเรียนรู้เชิงนโยบายรว่มกันระหว่าง

ผู้ประกอบการกับหน่วยงานกำกับ เพื่อดูว่านวัตกรรมใหม่ควรอยู่ภายใต้กติกาแบบใดจึงจะปลอดภัย โปร่งใส และนำไปขยายใช้ใน
ระบบจริงได ้



กรอบความคิดของหน่วยงานกำกับ (Mindset)  
- เทคโนโลยีไม่สำคญัเท่าความเสี่ยง โดย BSP ยึดหลักเป็นกลางต่อเทคโนโลยี ไมส่ั่งว่าต้องใช้เทคโนโลยไีหน เช่น 

blockchain / AI / cloud / stablecoin ไม่ได้อนุญาตตามช่ือเทคโนโลยี แต่อนุญาตตามความเสี่ยงที่ควบคุมไดจ้ริง 
- กรอบกำกับเป็นแบบอิงความเสี่ยง (risk-based) หมายความวา่ ระดบัการคุมและการป้องกันความเสีย่ง ต้อง

สอดคล้องกับความซับซ้อนของผลติภัณฑ์/บริการ ขนาดการให้บริการจริง และผลกระทบต่อผู้ใช้ โครงการที่แตะผู้บริโภควงกว้าง 
หรือโครงสร้างซับซ้อน การควบคมุต้องเข้มขึ้น โครงการเล็กวงจำกัด สามารถกำกับแบบเบากว่าได้ แต่ยังต้องรับผดิชอบ 

- กรอบปรับตัวและยดึหยุ่นได้ เพราะเทคโนโลยีการเงินเคลื่อนเร็ว BSP มอง sandbox เป็นเครื่องมือท่ีช่วยให้
กฎระเบียบ evolve ไปพร้อมเทคโนโลยี แทนท่ีจะเขียนกฎคงท่ีแล้วหวังว่าจะพอไปได้อีก 10 ปี 

Sandbox ในฟิลิปปนิส์เป็นเร่ืองทั้งระบบกำกับดูแลไม่ใช่ของหนว่ยงานเดียว  
ในประเทศฟิลิปปินส์ การดำเนินงานของ Regulatory Sandbox ไม่ได้เป็นเรื่องของหน่วยงานใดหน่วยงานหนึ่งเพียง

ลำพัง แต่ถือเป็นโครงสร้างร่วมของทั้งระบบกำกับทางการเงินท่ีเปิดให้แต่ละหน่วยงานนำแนวคิด sandbox ไปปรับใช้ในบริบทของ
ตนเอง โดยยังคงเชื่อมโยงและสอดประสานกันภายใต้กรอบภาพรวมเดียวกันธนาคารกลางฟิลิปปินส์ เป็นหน่วยหลักที่เริ่มต้นวาง
กรอบการทดลองทางการเงินในสภาพแวดล้อมที่ควบคุมได้ ขณะเดียวกัน คณะกรรมการกำกับหลักทรัพย์ (SEC) และ สำนักงาน
กำกับประกันภัย (Insurance Commission) ก็ได้พัฒนา sandbox ของตนเอง เพื่อใช้ทดสอบผลิตภัณฑ์ในภาคส่วนที่ดูแล เช่น 
บริการด้านตลาดทุน หรือ InsurTech ผลลัพธ์คือ ประเทศฟิลิปปินส์มี sandbox หลายแบบภายใต้หน่วยงานต่าง ๆ ซึ่งช่วยใหแ้ต่
ละภาคย่อยของระบบการเงิน เช่น ธนาคาร หลักทรัพย์ และประกันภัย สามารถทดลองนวัตกรรมใหม่ได้ในบริบทของตนเอง โดย
ไม่ต้องรอส่วนกลางเป็นผู้นำเพียงฝ่ายเดียว 

อย่างไรก็ตาม ฟิลิปปินส์ไม่ได้ปล่อยให้แต่ละหน่วยทำงานอย่างแยกส่วน แต่ได้จัดตั้งกลไกกลางท่ีช่ือว่า Financial Sector 
Forum (FSF) เพื่อทำหน้าท่ีเป็นเวทีประสานงานระหว่างหน่วยงานกำกับทางการเงินท้ังหมด FSF ทำหน้าที่เป็นเวทีประชุมประจำ 
เพื่อให้แต่ละหน่วยแลกเปลี่ยนผลการดำเนิน sandbox ของตน ปรับแนวทางการกำกับให้สอดคล้องกัน และลดความซ้ำซ้อนของ
กฎระเบียบ โดยเฉพาะในประเด็นที่ข้ามขอบเขตของแต่ละหน่วย เช่น การใช้ stablecoin การเชื่อมต่อข้อมูลแบบเปิด (open 
finance) หรือการป้องกันการฉ้อโกงทางดิจิทัล  

กลไกนี้ช่วยลดความเสี่ยงจากช่องว่างระหว่างกฎหมาย ซึ่งอาจเกิดขึ้นเมื่อผู้ประกอบการเลือกดำเนินธุรกิจภายใต้กฎของ
หน่วยท่ีผ่อนคลายกว่า นอกจากน้ี FSF ยังกลายเป็นเวทีสำคัญในการเรยีนรู้รว่มกันของหน่วยงานกำกับ ทำให้เจ้าหน้าท่ีจากธนาคาร 
ตลาดทุน และประกันภัย สามารถเข้าใจเทคโนโลยีและความเสี่ยงใหม่ไปพร้อมกัน กรณีของฟิลิปปินส์สะท้อนให้เห็นว่า sandbox 
จะเกิดประโยชน์สูงสุด เมื่อถูกออกแบบให้เป็นระบบความร่วมมือท้ังภาคการกำกับ ไม่ใช่โครงการเฉพาะของหน่วยงานใดหน่วยงาน 
ชี้ให้เห็นความจำเป็นของการมี หน่วยงานงานกลางด้าน sandbox และ RegTech ระดับชาติ เพื่อให้เกิดการแลกเปลี่ยนข้อมูล 
ประเมินผลร่วมกัน และปิดช่องว่างของกฎหมายหรือกฎระเบียบที่ทับซ้อนกัน การสร้างกลไกแบบเดียวกับ Financial Sector 
Forum  

Sandbox วิวัฒนาการจากแนวคิด “Test and Learn” 
แม้ว่าคำว่า Regulatory Sandbox จะกลายเป็นคำที่ได้รับความนิยมในช่วง 5 ปีที ่ผ่านมา แต่ในความเป็นจริงแล้ว 

แนวคิดแบบเดียวกันนี้มีอยู่ในประเทศฟิลิปปินส์มานานกว่าสองทศวรรษ ภายใต้ชื ่อที ่เรียบง่ายกว่า คือแนวทาง  “Test and 
Learn” ซึ่งเป็นรากฐานสำคัญของแนวคิด sandbox ในปัจจุบัน และย้อนกลับไปในช่วงปลายทศวรรษ 1990s ถึงต้นทศวรรษ 
2000s ธนาคารกลางฟิลิปปินส์ หรือ BSP เริ่มเปิดพื้นที่ให้ผู้ประกอบการด้านเทคโนโลยีทางการเงินได้ทดลองผลิตภัณฑ์ใหม่ใน
ตลาดจริงภายใต้การกำกับดูแลอย่างใกล้ชิด หนึ่งในกรณีศึกษาที่โดดเด่นท่ีสุด คือการเกิดขึ้นของบริการ กระเป๋าเงินอิเล็กทรอนิกส์ 
(mobile wallet) อย่าง “GCash” และ “Maya” (ชื่อเดิมคือ PayMaya) ซึ่งถือเป็นหนึ่งใน mobile wallet แรก ๆ ของโลก ใน
เวลานั้นยังไม่มีคำว่า sandbox หรือกฎเกณฑ์เฉพาะสำหรับ e-money การอนุญาตให้ทดสอบจึงอยู่ภายใต้แนวทางทดลองก่อน 
ออกกฎภายหลัง โดยหน่วยงานกำกับเข้าไปสังเกตอย่างใกล้ชิด เพื่อดูว่ารูปแบบธุรกรรมใหม่มีความเสี่ยงต่อผู้บริโภคหรือระบบ
การเงินอย่างไร กระบวนการนี้เองทำให้หน่วยงานกำกับเข้าใจเทคโนโลยีใหม่อย่างลึกซึ้ง และต่อมาจึงสามารถออก กฎ e-money 
อย่างเป็นทางการ ที่ทันต่อเทคโนโลยีและสอดคล้องกับพฤติกรรมของตลาด ประสบการณ์ในยุคนั้นทำให้ BSP ตระหนักว่าการ



ทดลองในสภาพแวดล้อมที่ควบคุมได้เป็นวิธีการเรียนรู้ที่มีประสิทธิภาพมากกว่าการรอให้เทคโนโลยีเกิดปัญหาแล้วค่อยออก
กฎหมายตามหลัง จากแนวคิดนี้ BSP จึงค่อย ๆ ยกระดับแนวทาง test-and-learn ให้มีโครงสร้างที่เป็นระบบมากขึ้น จนพัฒนา
เป็นกรอบอย่างเป็นทางการในปี 2022 ภายใต้ BSP Circular No. 1153 ซึ่งกำหนดนิยาม ขั้นตอน และเกณฑ์การดำเนินการของ 
Regulatory Sandbox ไว้อย่างชัดเจน 

สิ่งที่น่าสนใจคือ แม้ sandbox จะถูกจัดรูปแบบให้เป็นกระบวนการทางการ แต่เป็นการเปิดพื้นท่ีให้เกิดการเรียนรู้รว่มกนั
ระหว่าง ผู้ประกอบการและหน่วยงานกำกับ ในลักษณะที่ทั้งสองฝ่ายได้ทดลองของจริง เห็นผลจริง และปรับแนวทางร่วมกัน
ในทันที ไม่ต้องรอรอบการออกกฎหมายหรือการแก้ระเบียบเป็นปี  กรณีของฟิลิปปินส์จึงแสดงให้เห็นชัดว่า sandbox ไม่ใช่
นวัตกรรมใหม่ แต่เป็นวิวัฒนาการของธรรมาภิบาลการกำกับดูแล  (Regulatory Governance Evolution) ที่เปลี่ยนจากแนวคิด
ออกกฎก่อน ทดลองทีหลังมาเป็นทดลองก่อน เรียนรู้ร่วมกัน แล้วค่อยออกกฎ ซึ่งช่วยให้ระบบการเงินของประเทศสามารถรับมือ
กับเทคโนโลยีใหม่ ๆ ได้อย่างยืดหยุ่นและทันเวลา 

ความแตกต่างระหว่าง Innovation Sandbox และ Regulatory Sandbox 
ในระบบการกำกับของฟิลิปปินส์ ธนาคารกลาง (BSP) แบ่งพื้นที่ทดสอบนวัตกรรมออกเป็นสองระดับใหญ่ ๆ คือ 

Innovation Sandbox และ Regulatory Sandbox ซึ่งแม้จะมีช่ือคล้ายกัน แตม่ีวัตถุประสงค์ กลไก และผูม้ีส่วนร่วมที่แตกตา่งกัน
อย่างชัดเจน  

Innovation Sandbox คือพื้นที่ทดลองภายในองค์กร ที่เปิดให้บุคลากรของหน่วยงานหรือองค์กรนั้น ๆ ได้ทดลองใช้
เทคโนโลยีใหม่ ๆ เพื่อปรับปรุงงานหรือกระบวนการที่มีอยู่ ตัวอย่างเช่น ภายใน BSP เอง มีการตั้ง Creative Studio ขึ้นมาให้
เจ้าหน้าที่ได้ทดลองใช้เทคโนโลยีใหม่ ๆ โดยเฉพาะเทคโนโลยีปัญญาประดิษฐ์รุ่นใหม่ (Generative AI) เพื่อช่วยลดงานเอกสาร 
ซ้ำซ้อน และขั้นตอน manual ภายในองค์กร ซึ่งมีเป้าหมายหลักคือ การพัฒนานวัตกรรมภายในองค์กร ไม่ได้เกี่ยวข้องโดยตรงกับ
ภาคเอกชนหรือผู้ใช้บริการภายนอก เป็นเครื่องมือเสริมศักยภาพของหน่วยงานเอง เพื่อเตรียมพร้อมรับมือกับเทคโนโลยีใหม่ และ
เพื่อให้เจ้าหน้าท่ีกำกับเข้าใจเทคโนโลยีเหล่านั้นอย่างลึกซึ้งก่อนที่จะต้องไปออกกฎกับผู้อื่น 

Regulatory Sandbox คือพื้นที่ทดลองที่เปิดให้ผู้ประกอบการภายนอกเข้ามาทดสอบผลิตภัณฑ์ บริการ หรือโมเดล
ธุรกิจใหม่ในสภาพแวดล้อมจริง โดยมีหน่วยงานกำกับเข้าร่วมดูแลอย่างใกล้ชิด การทดลองลักษณะนี้อาจเกี่ยวข้องกับลูกค้าจริง 
การทำธุรกรรมจริง หรือการเชื่อมต่อกับระบบการเงินจริง เพียงแต่ทั้ งหมดอยู่ภายใต้กรอบควบคุมเฉพาะ เช่น จำกัดจำนวนผู้ใช้ 
จำกัดวงเงิน หรือจำกัดระยะเวลา 

จากโครงสร้างนี้ BSP มองว่า Innovation Sandbox และ Regulatory Sandbox เป็นเครื่องมือคู่กันมากกว่าทางเลือก
ที่ต้องเลือกอย่างใดอย่างหนึ่ง เพราะเมื่อหน่วยงานกำกับได้ทดลองเทคโนโลยีภายในองค์กรจนเข้าใจดีแล้วก็จะสามารถออกแบบ
กฎเกณฑ์สำหรับการทดลองในภายนอกได้อย่างเหมาะสมและเป็นธรรมยกตัวอย่าง เช่น BSP ได้ทดลองใช้ Generative AI ภายใน 
Creative Studio เพื่อเข้าใจกลไกของโมเดล การจัดการข้อมูล และความเสี่ยงด้านความเป็นส่วนตัวของข้อมูล เมื่อเข้าใจอย่างถ่อง
แท้แล้ว จึงสามารถร่างหลักเกณฑ์การใช้ AI สำหรับสถาบันการเงินภายนอกได้อย่างรอบคอบ ไม่ใช่สั่งห้ามแบบเหมารวม แต่เปิดให้
ทดลองใน sandbox ภายนอกภายใต้เงื่อนไขควบคุมที่ชัดเจน แนวทางนี้แสดงให้เห็นถึงความคิดที่ทันสมัยของ BSP ซึ่งมอง 
sandbox ไม่ใช่เพียงเครื่องมือของเอกชน แต่เป็นห้องเรียนของทั้งระบบกำกับดูแลที่ทุกฝ่ายสามารถเรียนรู้ได้จริงจากประสบการณ์
ตรง 

กระบวนการดำเนินงาน Sandbox 
เมื่อธนาคารกลางฟิลิปปินส์ (BSP) จัดตั้งกรอบ Regulatory Sandbox Framework อย่างเป็นทางการ กระบวนการ

ดำเนินงานจึงถูกกำหนดอย่างชัดเจนในรูปแบบวงจรการทดสอบ 4 ขั้นตอน เพื่อให้ทั้งผู้ประกอบการและหน่วยงานกำกับเข้าใจ
ตรงกันว่า แต่ละโครงการจะถูกประเมิน ตรวจสอบ และปิดโครงการอย่างไร แนวทางนี้ไม่เพียงช่วยเพิ่มความโปร่งใส แต่ยังสร้าง
มาตรฐานกลางที่ทำให้ sandbox มีความน่าเชื่อถือ และสามารถใช้เป็นต้นแบบร่วมกันระหว่างหน่วยงานกำกับอื่นในประเทศได้
ด้วย 

ขั้นตอนที่ 1: การยื่นคำขอ (Application) 



ทุกโครงการที่ต้องการเข้าทดลองใน sandbox ต้องเริ่มจากการยื่นใบสมัครอย่างเป็นทางการ โดยต้องแนบ
เอกสารและข้อมลูที่ครอบคลุมทั้งด้านเทคนิค การบริหารความเสี่ยง และแผนธรุกิจ 

ขั้นตอนที่ 2: การประเมินและตรวจสอบระบบ (Evaluation and Walkthrough) 
หลังจากได้รับใบสมัคร BSP จะดำเนินการประเมินความพร้อม ทั้งในเชิงเทคนิคและเชิงนโยบาย โดยมีการทำ 

“Systems Walkthrough” หรือการตรวจดูระบบจริงแบบลงลึก 
ขั้นตอนที่ 3: การทดสอบในสภาพแวดล้อมจริง (Testing Phase) 

เมื่อผ่านการประเมินแล้ว BSP จะอนุญาตให้เริม่ทดลองในสภาพแวดล้อมจริง (live environment) ภายใต้
ขอบเขตและระยะเวลาที่กำหนดอย่างเข้มงวด  

ขั้นตอนที่ 4: การสิ้นสุดการทดสอบ (Exit)  
เมื่อครบระยะเวลาทดลอง BSP จะทำการประเมินผลการดำเนินงานเทียบกับตัวช้ีวัดความสำเร็จที่ไดต้กลงไว้

ตั้งแต่ต้นเพื่อพิจารณาการสิ้นสุดของโครงการ ซึ่งมีได้สองแนวทางหลัก คือ การสิ้นสุดแบบไมผ่่าน (Unsuccessful Exit) และการ
สิ้นสุดแบบผ่าน (Successful Exit) 

BSP แต่งต้ังคณะกรรมการกำกับดูแลการดำเนินงาน Sandbox แบ่งออกเป็น 2 กลุ่มหลกั ได้แก ่
• กลุ่มกำกับดูแลหลัก (Sandbox Oversight Team) มีหน้าที่ตดิตาม ควบคุม และประเมินผลการดำเนนิงานของ

โครงการในภาพรวม 
• กลุ่มผูเ้ชี่ยวชาญเฉพาะด้านกฎระเบียบ (Regulatory Sandbox Tribe) 

มีหน้าที่ดูแลด้านกฎระเบยีบและการทดสอบให้เป็นไปตามข้อกำหนดของ BSP 
 

รูปแบบพ้ืนที่ทดลองของ BSP 
     ธนาคารกลางฟิลิปปินส์กำหนดรูปแบบพ้ืนท่ีทดลองไว้ 3 ประเภทหลัก ดังนี้ 

1. Standard Sandbox เป็นพื้นทีท่ดลองมาตรฐานสำหรับการทดสอบนวัตกรรมทางการเงินจากผู้ทดลองหลาย
กลุ่ม 
ผู้มีสิทธิ์เข้าร่วม: 

• สถาบันการเงินภายใต้การกำกับของ BSP (BSFIs) 
• ผู้ให้บริการภายนอกของสถาบันดงักล่าว (Third-party service providers) 
• สถาบันที่จดทะเบียนกับ BSP 
• ผู้ประกอบการรายใหม่ (New Players) 

2. Sandbox Lite เป็นพื้นที่ทดลองในรูปแบบย่อ มีขั้นตอนดำเนินงานง่ายกว่า เงื่อนไขผ่อนคลายกว่า และใช้
ระยะเวลาทดสอบสั้นกว่า เหมาะสำหรับการทดสอบนวัตกรรมภายในของสถาบันการเงินท่ีไดร้ับอนุญาตแล้ว 
ผู้มีสิทธิ์เข้าร่วม: 
• สถาบันการเงินภายใต้การกำกับของ BSP (BSFIs) เท่านั้น 

3. Thematic Cohort Sandbox เป็นพื้นที่ทดลองที่กำหนด หัวข้อเฉพาะ (Theme) เพื่อทดสอบนวัตกรรมใน
ประเด็นสำคญั เช่น ปัญญาประดษิฐ์ (Artificial Intelligence: AI) การชำระเงินดจิิทัล (Digital Payment) 
ความมั่นคงปลอดภัยทางไซเบอร์ (Cybersecurity) 

 
ความท้าทายและบทเรียนจากการดำเนินงาน 

ประเด็นท้าทายที่สำคัญ จากการดำเนินงานนวัตกรรมภายใต้กรอบกำกับดูแล ได้แก ่
• ความซับซ้อนของเทคโนโลยีใหม ่
• ความเสีย่งรูปแบบใหม่ที่ยังไม่เคยเกิดขึ้นมาก่อน 
• การขาดแคลนทรัพยากรและบุคลากรที่มีความเชี่ยวชาญเฉพาะด้าน 



• ความเชื่อมโยงระหว่างภาคส่วนท่ีเพิ่มความท้าทายในการบริหารจัดการ 
ข้อคิดและบทเรียนที่ได้รับจากการดำเนินงาน ได้แก ่

• หน่วยงานกำกับดูแลได้เรียนรู้แนวทางใหม่ในการกำกับดูแลเทคโนโลยี (Regulatory Learning) 
• การดำเนินงานยังอยู่ในระยะเริ่มตน้ จึงยังไม่สามารถสรุปผลลัพธ์ไดอ้ย่างชัดเจน 
• การประสานความร่วมมือกับหน่วยงานกำกับดูแลอื่นเป็นสิ่งสำคญั เพื่อแลกเปลี่ยนประสบการณ์และแนว

ปฏิบัติที่ดี (Best Practices) 
BSP ย้ำเสมอว่า sandbox ไม่ใช่พื้นที่ทดลองแบบไม่มีวันสิ้นสดุ การเข้ามาอยู่ใน sandbox จึงต้องมีวนัสิ้นสุดแน่นอน ทั้ง

ในกรณีที่สำเร็จหรือลม้เหลว จุดประสงคไ์ม่ใช่เพียงให้ทดลองของใหม่แต่เพื่อให้ได้ข้อมูลเชิงประจักษ์สำหรับตดัสินใจเชิงนโยบายว่า
จะอนุญาตหรือห้ามการให้บริการนั้นในอนาคต และอีกจุดทีส่ะท้อนแนวคิดกำกับอย่างมีวินัยคือ แม้ sandbox จะอนุญาตให้
ทดลองในสภาพแวดล้อมจริง แต่ BSP ไม่เคยผ่อนปรนข้อกำหนดในประเด็นที่เรียกว่า “non-negotiables” ได้แก ่

• ความปลอดภัยทางไซเบอร์ (Cybersecurity) 
• การคุ้มครองผู้บรโิภค (Consumer Protection) 
• การป้องกันการฟอกเงิน (Anti–Money Laundering) 

หลักการเหล่านี้สะท้อนให้เห็นว่า sandbox ของฟิลิปปินส์เป็นพื้นที่ทดลองที่มีความรับผิดชอบสูง หรือที่หลายประเทศ
เริ่มเรียกว่า “responsible sandbox” กล่าวคือ เปิดกว้างให้นวัตกรรมเติบโตแต่ต้องอยู่ภายใต้กรอบความปลอดภัยและความ
ปลอดภัยของระบบการเงิน ดังนั้น sandbox จึงไม่ใช่การทดลองแบบปลอดกฎ แต่คือเครื่องมือกำกับเชิงรุก ที่ช่วยให้หน่วยงานรัฐ
ได้เรียนรู้ก่อนออกกฎอย่างมั่นใจ และช่วยให้ผู้ประกอบการได้พิสูจน์ของใหม่ในกรอบท่ีปลอดภัยทั้งต่อผู้ใช้และต่อระบบโดยรวม 
 
5. เร่ือง Reframing Regulatory Sandboxes for Adaptive Governance and Productivity Enhancement 

โดย  Dr. HaeOk Choi 
5.1 การปรับกรอบแนวคิดของ Regulatory Sandboxes จากสนามทดสอบเทคโนโลยีสู่เคร่ืองมอืเชิงนโยบาย

สาธารณะ 
ในยุคที่โลกเผชิญกับความเปลี่ยนแปลงทางเทคโนโลยี ดิจิทัล ปัญญาประดิษฐ์ (AI) และวิกฤตสภาพภูมิอากาศ 

ระบบกฎระเบียบแบบดั้งเดิมไม่สามารถตอบสนองได้อย่างทันท่วงที หลายประเทศจึงเริ่มปรับโครงสร้างการกำกับดูแลให้มีความ 
ยืดหยุ่น คล่องตัว และสนับสนุนนวัตกรรม มากขึ้น Regulatory Sandboxes ซึ่งเดิมถูกใช้เป็นเพียงสนามทดสอบเทคโนโลยีภายใต้
กฎที่ผ่อนปรนกำลังถูกปรับกรอบแนวคิดให้กลายเป็น เครื่องมือเชิงกลยุทธ์ของภาครัฐ สำหรับการทดลองนโยบายและการเรยีนรู้
เชิงสถาบัน (Institutional Learning) โดยมีบทบาทสำคัญดังนี้: 

• Regulatory Learning    การเรยีนรู้และปรับปรุงกฎระเบียบอย่างต่อเนื่อง 
• Co-Regulation     การกำกับดูแลร่วมระหว่างรัฐ ภาคเอกชน และประชาชน 
• Productivity Enhancement   การยกระดับประสิทธิภาพของภาครัฐและเศรษฐกิจ 
ดังนั้น กรอบแนวคิดใหม่ Sandbox จึงกลายเป็น ห้องทดลองเชิงนโยบาย (Policy Lab) ที่ช่วยให้ภาครัฐเรียนรู้ 

ทดลอง และปฏิรูประบบกฎหมายอย่างต่อเนื่อง ทั้งนี้ สิ่งสำคัญของการดำเนินงาน Regulatory Sandbox อยู่ท่ีบทบาทของภาครัฐ
ในการมีส่วนร่วมและการกำกับดูแล 
 5.2 แนวคิด Adaptive Governance 

Adaptive Governance หมายถงึ การกำกับดูแลที่มีความยืดหยุ่น สามารถปรับตัวไดต้ามสถานการณ์ และเปิดรับ
การเรยีนรู้จากการลงมือทำจริง มอีงค์ประกอบสำคญั 4 ประการ ไดแ้ก่ 

1. Flexibility – การปรับเปลี่ยนนโยบายให้สอดคล้องกับปัญหาใหม่ ๆ 
2. Feedback Mechanisms – การปรับปรุงอย่างต่อเนื่องจากประสบการณภ์าคสนาม 
3. Learning Orientation – การยอมรับความล้มเหลวเพื่อใช้เป็นบทเรียน 



4. Stakeholder Collaboration – การร่วมออกแบบกฎกับภาคส่วนต่าง ๆ เพื่อสร้างความไว้วางใจและ
ความชอบธรรม 

5.3 ภาพรวมการดำเนินงาน Sandbox ในประเทศเกาหลีใต้   
เกาหลีใตไ้ดด้ำเนินการใช้ระบบ Regulatory Sandbox เพื่อส่งเสรมินวัตกรรมทางธุรกิจให้เกดิขึ้นไดอ้ย่างรวดเร็ว 

อย่างไรก็ตามระบบดังกล่าวยังคงเผชิญกับความท้าทายสำคญัหลายประการ ได้แก ่
1. การทำงานแยกส่วน การกำกับดูแลที่กระจดักระจาย หน่วยงานกำกับดูแลหลายแห่งทำงานแยกส่วน ขาด

การประสานงานอย่างเป็นระบบ 
2. ข้อมูลและบทเรียนจากการทดลองใน Sandbox ไมไ่ด้ถูกนำกลับมาใช้เพื่อปรับปรุงกฎระเบียบอย่างจริงจัง 
3. การขาดศูนย์ข้อมูลกลาง ไม่มีฐานข้อมูลกลางในการติดตามผลและประเมินผลลัพธ์ของ Sandbox อย่าง

ต่อเนื่อง 
ดังนั้น เพื่อปลดล็อกศักยภาพของ Sandbox อย่างเต็มที่ เกาหลีใต้จำเป็นต้องปรับบทบาทของ Sandbox จาก

เครื่องมือทดลองเทคโนโลยีไปสู่ห้องทดลองเชิงนโยบาย (Policy Lab) ที่ช่วยให้ภาครัฐเรียนรู้และปรับปรุงระบบกฎหมายให้ทันต่อ
การเปลี่ยนแปลงของเศรษฐกิจยุคดิจิทัล ตลอดจนส่งเสริมนวัตกรรมด้านการกำกับดูแล (Governance Innovation) และยกระดับ
ประสิทธิภาพการบริหารภาครัฐอย่างยั่งยืน 

5.4 การวิเคราะห์เชิงระบบ : กระบวนการ 5 ขั้นตอนของ Sandbox 
1. การยื่นขอ (Application) 

จำเป็นต้องพัฒนาระบบกลางออนไลน์ท่ีมาตรฐานเดียวกันทุกกระทรวง พร้อมฐานข้อมูลกลาง เพื่อให้
กระบวนการมีประสิทธิภาพและโปร่งใส 

2. การพิจารณา (Review and Approval) 
ควรมีกระบวนการตรวจสอบที่เปน็ธรรม มมีาตรฐานชัดเจน และตอ้งมี “Exit Strategy” สำหรับกรณีเลิก

ทดลองกลางคัน 
3. การทดลองในตลาด (Experimentation / Market Entry) 

ต้องบริหารความเสี่ยงอย่างเป็นระบบ โดยอาจใช้กลไกประกันภัยสาธารณะ หรือแนวทางแบ่งความรับผิดชอบ
ระหว่างรัฐกับผู้ดำเนินการ 

4. การแก้ไขกฎหมาย (Law Revision) 
ต้องจัดตั้งหน่วยงานกลางเพื่อประสานข้อมูลการแก้ไขกฎหมายจาก sandbox แต่ละกระทรวง ลดความซ้ำซ้อน 

และเร่งกระบวนการปรับปรุงกฎหมาย 
5. การบริหารจัดการหลังดำเนินการ (Post-Management) 

ต้องมีระบบสนับสนุนต่อเนื่อง เช่น การเช่ือมโยงกับแหล่งทุน, ระบบส่งเสริมเทคโนโลยีและการขยายผลสู่
ต่างประเทศ 

5.5 กรณีเปรียบเทียบระหว่างประเทศ (สหราชอาณาจักร–สิงคโปร์–ญี่ปุ่น–จีน) 
• สหราชอาณาจักร (UK) บังคับให้ผู้เข้าร่วมต้องจัดทำแผนล่วงหน้า เพื่อแสดงให้หน่วยงานกำกับ (เช่น FCA – 

Financial Conduct Authority) เห็นว่าหากการทดลองต้องยุติกลางคันหรือไมผ่่านการอนุญาตจะสามารถออกจาก
ระบบได้โดย ไมส่รา้งความเสียหายแก่ลูกค้า ผู้บริโภค หรือระบบการเงินโดยรวมเพื่อคุม้ครองผู้บริโภค ใช้ sandbox 
และสหราชอาณาจักรยังมเีวทีสาธติเทคโนโลยรีะดับโลก เช่น GFIN/Global Sandbox และใหส้ิทธิประโยชน์ภาษี
ในฐานะการวิจัยและพัฒนา 

• สิงคโปร์ (MAS) ตั้งเปา้เอื้อต่อสตาร์ทอัพ ใช้ Sandbox Express  มีใบอนุญาตแบบออกเฉพาะกจิและมีแนวปฏิบตัิ
บริหารความเสี่ยงเชิงเทคนิคท่ีชัดเจน 



• ญี่ปุ่น ใช้ sandbox เพื่อสวสัดิการสังคม/เศรษฐกิจ ระยะยาว และให้ความสำคัญในเรื่องเป็นเครื่องมอืเพื่อสร้าง
ภาพลักษณด์ึงดูดการลงทุนและเช่ือมโยงกับเงินลงทุน รวมถึงมีจดุบริการกลาง (one-stop) และเน้นใช้ข้อมูลที่เกิด
ใน sandbox เพื่อปรับนโยบายและมีกลไกคณะกรรมการสาธิตเทคโนโลยีทบทวนเชิงเทคนิค 

• จีน ปฏิรูปเชิงพื้นที่แบบสามารถเริ่มลงมือทำก่อนแล้วจึงค่อยขยายผลเป็นนโยบายระดับชาติภายหลังภายใต้กรอบ
กฎหมาย ถ้าผลดีจะขยายระดับชาติและ sandbox ถูกร้อยเข้ากับระบบบริหารท้องถิ่นตั้งแต่ต้น 

5.6 การเพ่ิมประสิทธิภาพภาครัฐผ่านระบบ Sandbox (Enhancing Public Sector Productivity through 
Sandboxes) 

• การปรับมมุมอง Sandbox ใหม่ให้เป็นแพลตฟอรม์นวัตกรรมภาครฐั ใหพ้ื้นที่ทดลองนโยบายเพื่อสร้าง
นวัตกรรมและแนวทางการบริหารใหม่ในภาครัฐเอง โดยการจดัทำมาตรฐานข้อมลูและแบบฟอร์มกลาง รวมถึงพัฒนาฐานข้อมูล
กรณีตัวอยา่งเพื่อแลกเปลี่ยนองคค์วามรู้ระหว่างหน่วยงาน และใช้ผลการทดลองจริงเป็นบทเรียนเชิงระบบ สำหรับการปรับปรุงกฎ 
ระเบียบ และกระบวนการภายใน 

• ยกระดับประสิทธิภาพการบริหารผ่านการเปลี่ยนผ่านสู่ดิจิทลั การใช้เทคโนโลยดีิจิทัลในการบริหารจดัการ 
Sandbox และงานราชการ เพื่อให้การอนุมัติ การติดตาม และการประเมินผลทำไดร้วดเร็ว โปร่งใส โดยจัดตั้งพอร์ทัลกลาง 
สำหรับยื่นคำขอและติดตามความคืบหน้า มีระบบที่เช่ือมโยงข้อมูลและสถานะระหว่างทุกหน่วยงาน โดยนำเทคโนโลยี AI มาช่วย
กลั่นกรองและจัดลำดับคำ เพื่อแกป้ัญหาคอขวดในการอนุมตัิ รวมถงึมีการเก็บข้อมลูต่าง ๆ เพื่อใช้ในการประเมินผลและพัฒนา
นโยบายต่อเนื่อง 

• กำหนดนโยบายเช่ือมโยงผลลัพธ์ Sandbox เข้ากับการออกกฎหมาย โดยนำผลจากการทดลองใน Sandbox 
มาใช้เป็นข้อมูลประกอบการร่างกฎหมายหรือปรับปรุงกฎระเบียบจริง 

• สร้างสมรรถนะร่วมในการกำกับดแูล สร้างกลไกร่วมกันระหว่างภาครัฐและเอกชนในการกำกับดูแล โดยใช้
ตัวอย่างจากภาค FinTech ที่ภาครัฐไมไ่ด้ควบคมุเพียงฝา่ยเดียว แตร่่วมเรยีนรู้และออกแบบกฎกติกากับภาคธุรกิจ 

5.7 การปรับกรอบเชิงยุทธศาสตร์จาก Sandbox-as-a-Service สู่ Sandbox-as-a-Strategy 
ในระยะเริ่มต้นแนวคิด Regulatory Sandbox มักถูกใช้ในฐานะบริการของรัฐ ที่เปิดโอกาสให้ภาคเอกชนทดลอง

เทคโนโลยีภายใต้กฎระเบียบที่ผ่อนปรนชั่วคราว แต่จากบทเรียนหลายประเทศชี้ว่า Sandbox ควรถูกยกระดับเชิงยุทธศาสตร์ให้
เป็นเครื่องมือปฏิรูปสถาบัน ท่ีช่วยให้ภาครัฐสามารถเรียนรู้ ปรับตัว และกำกับดูแลนวัตกรรมได้อย่างยั่งยืน 

Sandbox เชิงกลยุทธ์จึงไม่ใช่เพียงพื้นที่สำหรับทดสอบนวัตกรรมของภาคธุรกิจ แต่คือห้องทดลองของรัฐบาลที่ใช้
เรียนรู้จากข้อมูลจริง สะท้อนเสียงของผู้มีส่วนได้ส่วนเสีย และสร้างความยืดหยุ่นให้กับระบบกฎหมายในระยะยาว เป้าหมาย
สุดท้ายคือการทำให้ Sandbox กลายเป็นเครื่องมือกำกับดูแลเชิงปรับตัว (Adaptive Governance Tool) ที่เสริมประสิทธิภาพ
การทำงานของภาครัฐและยกระดับผลิตภาพของประเทศโดยรวม 

 
6. การเสวนาเร่ือง “Digital Transformation and Public- sector Readiness: Leadership, Capacity, and 

Governance Gaps” 
 โดย (Dr. Keita Oikawa, Dr. Minh Khuong Vu ,Gilbert T. Trinchera) 

การเสวนาครั้งนี ้สะท้อนให้เห็นว่าความพร้อมเชิงสถาบัน ( Institutional Readiness) เป็นปัจจัยพื้นฐานที่กำหนด
ความสำเร็จของการเปลี่ยนผ่านสู่รัฐบาลดิจิทัล โดยผู้ร่วมเสวนาเห็นพ้องกันว่าการเปลี่ยนแปลงทางดิจิทัลไม่ใช่เพียงการนำ
เทคโนโลยีมาใช้แต่คือการปรับโครงสร้าง กระบวนการ และวัฒนธรรมการทำงานของภาครัฐท้ังระบบเพื่อให้ประชาชนได้รับบริการ
ที่มีประสิทธิภาพ โปร่งใส และเท่าเทียมกัน โดยความพร้อมของหน่วยงานภาครัฐที่จะเปลี่ยนผ่านสู่การดำเนินงานในยุคดิจิทัลต้องมี
ความพร้อมในแต่ละด้าน คือ 

1. Data Transformation    
พัฒนาระบบข้อมูลให้เชื่อมโยงกันได้ สามารถนำไปวิเคราะห์และใช้ประโยชน์เชิงนโยบายได้จริง โดยการสร้างระบบ 

Data Governance และมาตรฐานข้อมูลกลาง เพื่อให้ข้อมูลจากหลายแหล่งสามารถแลกเปลี่ยนกันได้ พัฒนาระบบวิเคราะห์ข้อมูล



เพื่อสนับสนุนการตัดสินใจเชิงหลักฐาน และยกระดับข้อมูลภาครัฐจากฐานข้อมูลเพื่อการรายงานไปสู่สินทรัพย์สาธารณะ (Public 
Digital Asset) ที่ประชาชน ภาคธุรกิจ และหน่วยงานอ่ืนสามารถนำไปต่อยอดได้ 

2. Digital Capital / Infrastructure     
ลงทุนในโครงสร้างพื้นฐานและเครื่องมือดิจิทัล เช่น คราวด์กลางภาครัฐ, ศูนย์ข้อมูล (Data Center), ระบบรักษา

ความปลอดภัยไซเบอร์ (Cybersecurity) และระบบจ่ายเงินดิจิทัล (Digital Payment) และทางด้านบุคลากรส่งเสริมที่มีสมรรถนะ
ทั้งด้านทักษะเทคนิคและทักษะทางด้านนโยบาย ส่งเสริมการพัฒนาวัฒนธรรมองค์กรดิจิทัล (Digital Mindset) ให้เจ้าหน้าที่พร้อม
รับการเปลี่ยนแปลง 

3. Organizational & Leadership Readiness  
การปรับโครงสร้างและบทบาทขององค์กรเพื่อให้สามารถขับเคลื่อนดิจิทัลได้จริง โดยจัดตั้งหน่วยงาน/ทีมเฉพาะด้าน 

Digital Transformation Office (DTO) เพื่อเป็นแกนกลางในการบูรณาการงาน กำหนด บทบาทของผู้นำ (Digital Leadership) 
ให้มีอำนาจตัดสินใจเชิงยุทธศาสตร์ และปรับโครงสร้างงานและกระบวนการให้ยืดหยุ่น พร้อมรองรับการเปลี่ยนแปลง  และสร้าง
ระบบการเรียนรู้เพื่อให้การปรับตัวเป็นกระบวนการต่อเนื่องไม่ใช่เพียงโครงการช่ัวคราว 

4. Service Lifecycle Readiness   
เสริมขีดความสามารถของหน่วยงานในการออกแบบการให้บริการ และปรับปรุงบริการอย่างต่อเนื ่องโดยยึด

ประชาชนเป็นศูนย์กลาง ใช้หลัก Design Thinking และ Human-Centered Design (HCD) ในการออกแบบบริการ เชื่อมโยง
ข้อมูลและระบบงานให้บริการได้ครบวงจรในช่องทางเดียว และต้องมีการประเมินผลและรับฟังความคิดเห็นเพื่อนำมาปรับปรุงงาน
บริการตามข้อมูลและความพึงพอใจของผู้ใช้งาน มีการนำเทคโนโลยีอัจฉริยะ เช่น AI, Chatbot มาเพิ่มประสิทธิภาพ ลดระยะเวลา
และเพิ่มความโปร่งใสในการให้บริการ 

 
องค์ประกอบสำคัญของหน่วยงานภาครัฐ 

องค์ประกอบสำคัญที่จะทำให้หน่วยงานภาครัฐมีศักยภาพในการปรับตัวใช้เทคโนโลยีและจัดการการเปลี่ยนแปลงได้อย่าง
ยั่งยืน เพื่อให้การดำเนินงานและการให้บริการแก่ประชาชนเป็นไปอย่างมีประสิทธิภาพ โปร่งใส และเกิดความไว้วางใจในระยะยาว 
คือ 

• ยุทธศาสตร์ (Strategy)  
ผู้นำต้องมีวิสัยทัศน์ระยะยาวและมีภาวะผู้นำที่เข้มแข็ง เพื่อขับเคลื่อนการเปลี่ยนผ่านเชิงระบบอย่างต่อเนื่อง ซึ่งผู้นำ

ระดับสูงต้องเข้าใจและสนับสนุนการเปลี่ยนผ่านดิจิทัล ไม่ใช่เพียงอนุมัติโครงการเท่านั้น และต้องมี การจัดทำแนวนโยบายและ
ภารกิจของหน่วยงานให้สอดคล้องกับทิศทางดิจิทัลของประเทศ มีเป้าหมายที่ชัดเจน เช่น เพิ่มประสิทธิภาพ ความคล่องตัวและการ
บริการประชาชนอย่างเท่าเทียม 

• ขีดความสามารถ (Capability)  
มีกฎหมายและกรอบกำกับดูแลที่เอื้อต่อการใช้เทคโนโลยี เช่น กฎหมายข้อมูลส่วนบุคคล, มี sandbox สำหรับนวัตกรรม 

มีมาตรฐาน API และ AI Governance รวมถึงมีระบบปฏิบัติการดิจิทัลครอบคลุมตั้งแต่การจัดซื้อจัดจ้าง (e-Procurement), 
ระบบคลาวด์กลางภาครัฐ, การแลกเปลี่ยนข้อมูล (Data Exchange), ระบบ Digital ID, ระบบชำระเงินภาครัฐและสร้างสมรรถนะ
บุคลากร (Digital Skills & Mindset) ทุกระดับเพื ่อให้ใช้เทคโนโลยีได้จริงและเข้าใจหลักธรรมาภิบาลข้อมูล  พัฒนาขีด
ความสามารถขององค์กรให้สามารถออกแบบการให้บริการและปรับปรุงบริการได้ด้วยตนเอง 

• ความเชื่อมั่น (Trust)  
สร้างความไว้วางใจของประชาชนผ่านความโปร่งใส ความปลอดภัยของข้อมูล และผลลัพธ์ที่จับต้องได้  ซึ่งต้องมีกลไก

คุ้มครองข้อมูล (Data Protection) ระบบโปร่งใสตรวจสอบได้ การรายงานข้อมูลอย่างเปิดเผย โดยรัฐต้องใส่ใจและมีความเป็น
ธรรมแก่ประชาชน ซึ่งเมื่อเกิดวงจรความเชื่อใจจะสร้างแรงสนับสนุนให้ประชาชนและหน่วยงานอื่นร่วมมือในการปรับตัวเปลี่ยน
ผ่านดิจิทัลได้ต่อเนื่องและยั่งยืน 
 



แนวทางการนำไปปฏิบัต ิ
• เริ่มจากโครงการนำร่องขนาดเล็กที่เห็นผลเร็วและสร้างความเชื่อมั่น 
• สร้างพันธมิตรกับภาคการศึกษาและเอกชนเพื่อใช้ศักยภาพของเยาวชนและนักพัฒนาในประเทศ 
• มีระบบกำกับดูแลข้อมลู (Data Governance Framework) และจดัทำการประเมินผลกระทบดา้นการคุ้มครองข้อมูล

ส่วนบุคคลก่อนทุกโครงการที่ม ีAI เช่น การรั่วไหล การเข้าถึงโดยไมไ่ด้รับอนญุาตหรือการใช้ข้อมูลเกินความจำเป็น 
• ใช้ API Gateway เพื่อบริการข้อมูลเปิดภาครัฐและใหบ้ริการอยา่งปลอดภัย เชื่อมโยงระบบเก่ากับระบบใหม่ ลดความ

ซ้ำซ้อน และเพิม่ความคล่องตัวของข้อมูล 
• มีตัวช้ีวัดที่ใช้ประเมินระดบัความพร้อมและผลสัมฤทธ์ิของหน่วยงานภาครัฐ ในการดำเนินการเปลีย่นผ่านสูร่ัฐบาลดิจิทัล 

โดยวัดจากผลลัพธ์ 4 มิตสิำคัญ ไดแ้ก่ประสิทธิภาพของการทำงาน ความคล่องตัวในการปรับตัว ความยืดหยุ่นต่อความ
เสี่ยงและความสามารถในการเช่ือมโยงระบบข้อมูลและบริการเป็นกรอบประเมินความก้าวหน้าของรัฐบาลดิจิทลั 

 
การเปลี่ยนผ่านสู่ดิจิทัลในภาครัฐจะสำเร็จได้ ต้องอาศัยความพร้อมทั้งในด้านโครงสร้าง ขีดความสามารถ และความ

เชื่อมั่นของประชาชน ภาครัฐต้องการเปลี่ยนแปลงอย่างต่อเนื่องเพื่อสร้างรัฐบาลที่มีประสิทธิภาพ คล่องตัว ยืดหยุ่น และเช่ือมโยง
ได้ในทุกมิติ 
 
7. เร่ือง “Unlocking Public Value through Open Data and Digital Public Infrastructure.” 
 โดย : Gilbert T. Trinchera 

การเพิ่มคุณค่าการบริหารภาครัฐด้วยข้อมูลเปิดและโครงสร้างพื้นฐานดิจิทัลสาธารณะ  รัฐบาลในยุคดิจิทัลได้ปรับ
บทบาทจากการเป็นเพียงผู้ใช้ข้อมูลเพื่อการบริหารไปสู่การเป็นผู้ดูแลทรัพย์สินดิจิทัลของสาธารณะ โดยมีเป้าหมายเพื่อให้เกิดการ
ใช้ประโยชน์จากข้อมูลอย่างยั่งยืน โปร่งใส และอยู่ภายใต้หลักธรรมาภิบาลดิจิทัล (Digital Governance) รายงานของสหภาพยุโรป 
(data.europa.eu) ระบุว่าการเปิดเผยข้อมูลภาครัฐ (Open Data) อย่างโปร่งใสและเข้าถึงได้ มีบทบาทสำคัญต่อการยกระดับ
ประสิทธิภาพเชิงนโยบายและการบริหารจัดการเมืองในยุคดิจิทัล เช่น การใช้ข้อมูลเปิดเพื่อวิเคราะห์และวางแผนนโยบายช่วยลด
ต้นทุนจากความแออัดของการจราจร แต่อย่างไรก็ตามการเปลี่ยนผ่านสู่รัฐบาลดิจิทัลยังคงเป็นความท้าทาย โดยจากรายงานของ
สหภาพยุโรประบุว่า องค์กรที่อยู่ระหว่างการเปลี่ยนผ่านสู่ดิจิทัลมีอัตราการเติบโตเฉลี่ยเพียง 26% ในขณะที่องค์กรที่ไม่ประสบ
ความสำเร็จในการเปลี่ยนผ่านมีสัดส่วนสูงถึง 84% แสดงให้เห็นถึงความจำเป็นในการกำหนดแนวทางและโครงสร้างพื้นฐานที่
ชัดเจนเพื่อขับเคลื่อนธรรมาภิบาลดิจิทัลอย่างมีประสิทธิภาพ 

• ข้อมูลเปิดในฐานะสินทรัพย์สาธารณะ (Open Data as a Public Asset) 
การเปิดเผยข้อมูลภาครัฐถือเป็นกลไกสำคัญในการส่งเสริมความโปร่งใส การมีส่วนร่วมของประชาชน และการขับเคลื่อน

เศรษฐกิจดิจิทัล ข้อมูลเปิดจึงเปรียบเสมือนสินทรัพย์สาธารณะ (Public Asset) ที่สามารถนำไปสร้างคุณค่าและนวัตกรรมในทุก
ภาคส่วน ทั้งภาครัฐ เอกชน สถาบันการศึกษา และภาคสังคมประชาชน เพื่อให้การใช้ข้อมูลเกิดประโยชน์สูงสุด ได้มีการพัฒนา
แนวคิดแพลตฟอร์มข้อมูลเปิดในรูปแบบบริการ (Open Data-as-a-Service Platform) ทำหน้าที่เป็นศูนย์กลางเชื่อมโยงข้อมูล
ระหว่างหน่วยงานต่าง ๆ เพื่อส่งเสริมการใช้ข้อมูลร่วมกันอย่างเป็นระบบและปลอดภัย 

• ประโยชน์จากการเปิดเผยข้อมูลภาครัฐ 
o เสริมสร้างความไว้วางใจในภาครัฐ เพิ่มความโปร่งใสและลดโอกาสทุจริต ประชาชนและสื่อสามารถติดตามการใช้

จ่ายงบประมาณ นโยบาย และผลลัพธ์ของโครงการรัฐได้  ลดโอกาสเกิดการทุจริต หรือการใช้ทรัพยากรที่ไม่คุ้มค่า สร้างความ
เชื่อมั่นต่อภาครัฐและเจ้าหน้าที่ 

o ส่งเสริมการมีส่วนร่วมของประชาชน เปิดโอกาสให้เข้าถึงข้อมูลและร่วมกำหนดนโยบาย โดยประชาชนสามารถใช้
ข้อมูลร่วมในการวิเคราะห์ปัญหา เสนอแนวทางแก้ไข และติดตามผลลัพธ์  ภาคประชาสังคมและสื่อใช้ข้อมูลในการขับเคลื่อน
ประเด็นสาธารณะ และหน่วยงานรัฐได้ฟังเสียงสะท้อนและปรับปรุงบริการตามข้อเสนอจริง 



o ขับเคลื่อนนวัตกรรมและเศรษฐกิจดิจิทัล สนับสนุนภาคเอกชนในการพัฒนาบริการใหม่ ซึ่งการกำหนดนโยบายของ
รัฐมีความแม่นยำขึ้นเพราะอิงข้อมลูจริง ไม่ใช่สมมติฐาน รวมถึงช่วยติดตามผลลัพธ์ของนโยบาย (Policy Evaluation) 
แบบต่อเนื่อง และใช้ข้อมูลวัดประสิทธิผลและความคุ้มคา่ของการลงทุนภาครัฐ 

o ยกระดับการกำกับดูแลเชิงหลักฐานช่วยให้การตัดสินใจเชิงนโยบายมีข้อมูลสนบัสนุนที่ถูกต้อง ภาคธรุกิจและ
สตาร์ทอัพสามารถใช้ข้อมูลรัฐสร้างผลิตภัณฑ์และบริการใหม่ ลดต้นทุนการวิจัยและพัฒนาเพราะไมต่อ้งเก็บข้อมูลซ้ำ 

• องค์ประกอบสำคัญของข้อมลูเปิด (Open Data Principles) 
1. ความโปร่งใสและความรับผิดชอบ (Transparency & Accountability) สร้างระบบรัฐที่สามารถตรวจสอบได้โดย

ออกแบบให้ประชาชน สื่อ และหน่วยงานกำกับใช้ข้อมูลตรวจสอบการทำงานภาครัฐได้แบบเรียลไทม์  เปิดเผยข้อมูลการใช้
ทรัพยากรรัฐ เช่น งบประมาณ จัดซื้อจัดจ้าง สัญญา ผลการดำเนินงาน โดยใช้มาตรฐานเดียวกันเพื่อให้เปรียบเทียบระหว่าง
หน่วยงานได้ 

2. การเสริมสร้างพลังประชาชน (Citizen Empowerment) ประชาชนเข้าถึงข้อมูลที่เกี่ยวข้องกับชีวิตประจำวันและมี
ส่วนร่วมในนโยบายได้ เข้าใจง่าย เข้าถึงง่าย และนำไปใช้ปรับปรุงคุณภาพชีวิตหรือตรวจสอบบริการได้  เช่น ให้บริการข้อมูลใน
รูปแบบที่เข้าใจง่าย เปิดช่องทางรับฟังความคิดเห็น มีพื้นท่ีในการสื่อสารระหว่างภาครัฐกับประชาชน 

3. การส่งเสริมการสร้างนวัตกรรมทางธุรกิจ (Business Innovation) ภาคเอกชนใช้ข้อมูลเปิดต่อยอดสร้างคุณค่าใหม่และ
กระตุ้นเศรษฐกิจดิจิทัล ทำให้ข้อมูลรัฐเป็นวัตถุดิบเศรษฐกิจดิจิทัล ที่ภาคเอกชนสามารถนำไปใช้สร้างบริการ นวัตกรรม และ
งานวิจัยได้โดยไม่ต้องเริ่มจากศูนย์ เช่น ใช้ Open Data + AI Sandbox เพื่อทดสอบนวัตกรรมกำกับดูแล 

4. การกำหนดนโยบายบนฐานข้อมูลเชิงประจักษ์ (Evidence-based Policymaking) ข้อมูลคือฐานของการตัดสินใจเชิง
นโยบาย เปลี่ยนการกำหนดนโยบายจากอิงความรู้สึกเป็นอิงหลักฐาน โดยอาศัยข้อมูลจริงจากหลายแหล่งที่เปิดและเช่ือมโยงกันได้ 
โดยเชื่อมข้อมูลปฏิบัติการกับข้อมูลผลลัพธ์เพื่อวิเคราะห์ประสิทธิผลของนโยบาย 

• โครงสร้างพ้ืนฐานดิจิทัลสาธารณะ (Digital Public Infrastructure: DPI) 
เป้าหมายคือเพิ่มประสิทธิภาพการบริการภาครัฐ ลดต้นทุนการทำธุรกรรมระหว่างรัฐ ประชาชนและเอกชน เปิดทางให้

นวัตกรรมภาคเอกชนเช่ือมต่อกับรฐัได้อย่างเสรีและปลอดภยั สร้างความเชื่อมั่นในระบบเศรษฐกิจดิจิทลัของประเทศ 
1. Digital ID 

การยืนยันตัวตนอย่างปลอดภัย การยืนยันว่าเป็นใครในโลกออนไลน์ท้ังประชาชน รัฐ และภาคเอกชน เพื่อ
ให้บริการออนไลน์เกิดขึ้นได้อย่างปลอดภัยและตรวจสอบได้ โดยมีองค์ประกอบท่ีสำคญั เช่น ระบบพิสูจน์ตัวตน (Authentication) 
และการตรวจสอบคณุสมบัติ (Authorization) ระบบ eKYC (Electronic Know Your Customer) หรือ Digital Signature / 
Credential / Attribute Verification 

2. Digital Payments  
เชื่อมธุรกรรมของรัฐกับระบบเศรษฐกิจอย่างไร้รอยต่อ ทำให้ประชาชนหรือธุรกิจสามารถ “จ่าย – รับ – คืน

เงิน” จากรัฐไดโ้ดยตรง ลดต้นทุนเอกสารและระยะเวลา โดยมีองค์ประกอบท่ีสำคญั เช่น ระบบจา่ยเงินแบบเรียลไทม์ มาตรฐาน 
QR / API สำหรับชำระเงิน 

3. Data Exchange  
หัวใจของการบริการแบบไร้รอยต่อ ทำให้หน่วยงานต่าง ๆ สามารถแลกเปลี่ยนข้อมูลกันได้แบบอัตโนมัติ 

ภายใต้กรอบความปลอดภัยและความยินยอม (consent-based exchange) โดยมีองค์ประกอบที่สำคัญ เช่น Government API  
Gateway ระบบจัดการสิทธ์ิเข้าถึงข้อมูล และระบบบันทึกการเข้าถึง 

4. Core Registries  
ระบบทะเบียนกลางที่ทำให้ข้อมูลของรัฐเชื่อมโยงกันได้ ทำหน้าที่เป็นแหล่งอ้างอิงหลักของข้อมูล เช่น บุคคล 

นิติบุคคล ที่ดิน ยานพาหนะ  โดยมีองค์ประกอบที่สำคัญ เช่น Master Data ข้อมูลของประชาชน / ธุรกิจ / พื้นที่ / ทรัพย์สิน 
ระบบจัดการรหัสมาตรฐาน 

5. Security & Privacy  



รักษาความเชื่อมั่นของประชาชน และสร้างความปลอดภัยในระบบดิจิทัล คุ้มครองข้อมูลส่วนบุคคล ป้องกันภัย
คุกคามไซเบอร์ และรักษาความต่อเนื่องของบริการภาครัฐ โดยมีองค์ประกอบท่ีสำคัญ เช่น Identity and Access Management 
Data Encryption และ Privacy Impact Assessment (DPIA) 

6. Standards & Interoperability  
กำหนดมาตรฐานข้อมลูและเทคนิค เพื่อให้ทุกระบบสามารถแลกเปลี่ยนข้อมูลได้อยา่งราบรื่น โดยมี

องค์ประกอบท่ีสำคญั เช่น Data Standards API Standards Metadata & Taxonomy (เช่น DCAT, JSON-LD) และ Test & 
Certification for interoperability 

7. Governance / GovCloud / Compute 
 โครงสร้างและนโยบายที่ทำให้ DPI ดำเนินได้จริง เป็นชั้นรองรับการบริหารจัดการทั้งหมด ทั้งในด้านนโยบาย 

มาตรฐานกลาง และทรัพยากรโครงสร้างพื้นฐานคลาวด์ของภาครัฐ โดยมีองค์ประกอบท่ีสำคัญ เช่น คลาวน์ภาครัฐ กฎระเบียบและ
นโยบาย โครงสร้างต่างๆ มีการติดตามและประเมินผล  
  

ดังนั้น Open Data คือหัวใจของความโปร่งใส และ DPI คือโครงสร้างพื้นฐานของความเชื่อมั่น ซึ่งรัฐบาลดิจิทลัยุคใหม่
ต้องบริหารข้อมลูเหมือนบริหารสนิทรัพย์ของประเทศ 
 
8. Parallel Session A : AI and Regulatory Sandboxes for Smarter Compliance 
Case Study A1: AI Policy Challenges for AI Regulatory Sandboxes 
 โดย : Dr. HaeOk Choi 

ในยุคที่เทคโนโลยีปัญญาประดิษฐ์ (Artificial Intelligence: AI) เติบโตอย่างรวดเร็ว รัฐบาลทั่วโลกกำลังเผชิญกับความ
ท้าทายในการกำหนดกรอบกำกับดูแล (Regulatory Framework) ที่สามารถรักษาสมดุลระหว่างการส่งเสริมกับการคุ้มครอง ซึ่ง 
AI Regulatory Sandbox จึงถือกำเนิดขึ้นในโดยเครื่องมือเชิงนโยบาย (Policy Tool) ที่เปิดโอกาสให้หน่วยงานกำกับดูแลสามารถ
ทดลองกฎเกณฑ์ใหม่และทดสอบผลกระทบของเทคโนโลยี AI ภายใต้สภาพแวดล้อมที ่ปลอดภัย ก่อนที ่จะนำไปใช้จริงใน
ระดับประเทศ ซึ่งเดิมทีแนวคิด Regulatory Sandbox ถูกใช้ในแวดวง FinTech หรือสตาร์ทอัพ แต่ตั้งแต่ปี 2019 เป็นต้นมา 
Sandbox ถูก ยกระดับให้เป็นพ้ืนท่ีทดลองเชิงสถาบัน (Institutional Testbed) ที่ไม่เพียงทดสอบเทคโนโลยีเท่าน้ัน แต่ยังทดสอบ
กลไกเชิงนโยบายและการเรียนรู้ของระบบราชการไปพร้อมกัน 

ความจำเป็นของ AI Regulatory Sandbox 
เทคโนโลยี Regulatory Sandboxes กำลังกลายเป็นโครงสร้างพื้นฐานสำคัญ (essential infrastructure) 

ของระบบธรรมาภิบาลสมัยใหม่ ภายใต้ มาตรา 57 ของ EU AI Act กำหนดให้ประเทศสมาชิกสหภาพยุโรปทุกประเทศต้องจัดตั้ง 
AI Regulatory Sandbox ภายในปี 2026 ซึ่งจะไม่ใช่เพียงโครงการระดับชาติ แต่จะถูกออกแบบให้เป็นกลไกความร่วมมือข้าม
พรมแดน (cross-border regulatory cooperation) เพื่อทดลองและทดสอบกฎระเบียบในสถานการณ์จริง โมเดลของสหภาพ
ยุโรปส่งเสริมการแบ่งปันเชิงกลไก (mechanism-level sharing) ซึ่งช่วยให้ผู้กำกับดูแลสามารถเปรียบเทียบแนวทาง ทดลองร่วม 
และสร้างความกลมกลืนของกฎระเบียบในระดบัโลกและในภูมิภาคอาเซียน แนวทาง AI Ethics and Governance Guideline ยัง
แนะนำให้หน่วยงานกำกับดูแลใช้ sandbox เป็นเครื ่องมือในการฝังแนวคิดจริยธรรมและความรับผิดชอบ (ethics and 
accountability) เข้าไปในระบบ AI 

ที่มาของแนวคิดจาก AI Action Summit 2025 
แนวทางของ ดร. Choi มีพื ้นฐานจากการเข้าร่วม AI Action Summit 2025 ที่กรุงปารีส ซึ ่งมีผู ้เชี่ยวชาญ 

นักวิจัย และผู้กำหนดนโยบายจากหลายภูมิภาคร่วมแลกเปลี่ยนความเห็นเกี่ยวกับ “การกำหนดกรอบธรรมาภิบาลของเทคโนโลยี 
AI ขั้นสูง (AGI Governance Framework)” การประชุมดังกล่าวมีวัตถุประสงค์เพื่อระบุความเสี่ยงด้านกฎระเบียบก่อนการนำ
เทคโนโลยี AI มาใช้ในวงกว้าง และเป็นสะพานเชื่อมระหว่างนวัตกรรมและการกำกับดูแล โดยยึดหลักมาตรฐานสากลเป็น



แกนกลาง AI Regulatory Sandbox จึงเป็นพื้นที่ที่นวัตกรรมและการกำกับดูแลมาบรรจบกัน โดยมีความไว้วางใจจากสังคมเป็น
รากฐาน 

การพัฒนา Sandbox จากโครงการนำร่องสู่ระบบจริง 
เพื่อให้การกำหนดนโยบายด้าน AI มีความยั่งยืน จำเป็นต้องก้าวข้ามการทดลองช่ัวคราว และทำให้ Sandbox 

กลายเป็นเครื ่องมือของธรรมาภิบาล (stable and repeatable governance tool) แบบถาวร ไม่ใช่เป็นเพียงพื้นที ่ยกเว้น
กฎหมายชั่วคราว ซึ่ง Sandbox แบบดั้งเดิมมุ่งเน้นการทดสอบเพื่อเข้าตลาดแต่ Sandbox ด้าน AI มุ่งเน้นการสร้างความไว้วางใจ
และการยอมรับของสังคม ดังนั้น การออกแบบ Sandbox ด้าน AI จำเป็นต้องมีโครงสร้างหลายชั้นที่เช่ือมโยงผลลพัธ์ทางเทคโนโลยี
กับผลกระทบทางจริยธรรมและกลไกการกำกับดูแล ซึ่ง Sandbox ด้าน AI มีรากฐานเดียวกับ Sandbox แบบเดิม แต่มีลักษณะ 
ซับซ้อนกว่า อ่อนไหวต่อประเด็นจริยธรรมมากกว่าและต้องการธรรมาภิบาลที่เข้มข้นกว่า 

ลักษณะเฉพาะของ AI Regulatory Sandbox 
สิ่งที่ทำให้ Sandbox ด้าน AI แตกต่างจาก Sandbox ในภาคส่วนอื่นคือมีองค์ประกอบเฉพาะด้าน AI (AI-

specific elements) เช่น ประเดน็ข้อมูล จริยธรรม และความเสีย่งและมโีครงสร้างพื้นฐานร่วม (common operating 
foundation) ที่ใช้หลักการของ Sandbox แบบเดิม 

กรณีศึกษานานาชาติและบทเรียนสำคัญ 
กรณีศึกษาหลายประเทศซึ่งสะท้อนแนวทางที่แตกต่างกันในการออกแบบ Sandbox ด้าน AI 

• สาธารณรัฐเกาหลี (Korea) 
เกาหลีใต้มี Sandbox กว่า 1,500 โครงการ (48 โครงการเกี่ยวกับ AI) ซึ่งช่วยให้เทคโนโลยีใหม่สามารถเข้าสู่ตลาดได้เร็วแต่ยัง
ประสบปัญหาการขาดมาตรฐาน ขาดการแบ่งปันข้อมูล และขาดกลไกความร่วมมือระดับโลกทำให้การทดสอบใน Sandbox ไม่
เชื่อมโยงต่อเนื่องกับเชิงพาณิชย์หรือเชิงนโยบาย 

• สาธารณรัฐประชาชนจีน (China) 
จีนใช้แนวทาง “First-in, First-out” เปิดโอกาสให้รัฐบาลท้องถิ่นทดลองกฎเกณฑ์ใหม่ก่อน ส่วนรัฐบาลกลางขยายผลภายหลัง  
เป็นการสร้างสมดุลระหว่างการทดลองเชิงท้องถิ่นกับการรวมศูนย์ด้านธรรมาภิบาล รัฐบาลกลางยังคงควบคุมกรอบนโยบายเพื่อให้
เกิดความสอดคล้องและสามารถขยายผลได้ในวงกว้าง 

• ญี่ปุ่น (Japan) 
ญี่ปุ่นมุ่งเน้นการสาธิตเทคโนโลยีในโลกจริงและการรับรองระบบ AI ที่โปร่งใสและน่าเชื่อถือโดยหน่วยงาน DA และ PDPC รัฐบาล
ยังจัดตั้ง AI Regulatory Sandbox เพื่อส่งเสริมความร่วมมือระดับภูมิภาคและการกำกับร่วมกันระหว่างหน่วยงาน 
 

• มาเลเซีย และประเทศอื่น ๆ 
มาเลเซียเริ่มรายงาน Sandbox ของตนว่าเป็น Global Sandbox เพื่อเน้นบทบาทในการสร้างความเข้ากันได้ระหว่างประเทศ 
(international interoperability) 

• สหรัฐอเมริกา (United States) 
สหรัฐฯ ใช้โมเดล ภาครัฐ-เอกชนผสม โดยให้ภาคเอกชนเป็นผู้นำการทดลอง ส่วนรัฐบาลกลางทำหน้าที่สนับสนุนเชิงนโยบาย โดย 
Sandbox มีทั้งระดับรัฐและรัฐบาลกลาง แต่ดำเนินการแบบกระจายศูนย์ และอิงกับโครงการนำร่องของเอกชน 

 ประเด็นสำคัญในการออกแบบธรรมาภิบาลเชิงปรับตัว (Adaptive Governance) 
การสร้าง AI Regulatory Sandbox ที่มีประสิทธิภาพควรพิจารณา 2 ด้านหลัก ได้แก ่
1. องค์ประกอบเฉพาะด้าน AI  

1.1 ข้อมูล (Data): 
o ปัญหากฎหมายคุม้ครองข้อมูลที่ขัดแย้งกัน 
o การขาดความโปร่งใสในการแบ่งปันข้อมูล 

1.2 มาตรฐาน (Standardization): 



ขาดระบบมาตรฐานเพื่อรับรองความน่าเชื่อถือ ความปลอดภัย ความยุติธรรม และความมั่นคงของ AI 
1.3 ความร่วมมือระดับโลก (Global cooperation): 

ขาดการประสานงานระหว่างประเทศ เสี่ยงต่อการเลือกประเทศท่ีมกีฎผ่อนปรนเกินไป 
2. การดำเนินงานร่วมกัน 

• ต้องอาศัยความร่วมมือหลายหน่วยงาน (multi-agency cooperation) 
• พัฒนาศักยภาพของผู้กำกับดูแลให้เข้าใจเทคโนโลยี AI 
• จัดตั้งระบบประเมินผลและการสะท้อนผลลัพธ์เชิงนโยบาย 

 
นโยบายในการออกแบบ AI Regulatory Sandbox ประกอบด้วยสามเสาหลักสำคัญคือ “ข้อมูล มาตรฐาน และ

ความร่วมมือระดับโลก”  มีแนวทางหลัก 3 รูปแบบ ได้แก ่
ทางเลือก ลักษณะ ข้อดี ข้อจำกัด 

1. แบบบูรณาการ 
(Integrated) 

รวม Sandbox ด้าน AI เข้า
กับ Sandbox เดิม 

ดำเนินการไดร้วดเร็ว ยังไม่รองรับเทคโนโลยี AI ที่
มีความเสี่ยงสูง 

2. แบบแยกเฉพาะทาง 
(Independent) 

จัดตั้ง Sandbox ด้าน AI 
โดยเฉพาะ ภายใต้กฎหมาย AI 
Act 

เหมาะกับเทคโนโลยีเสี่ยงสูงและ
เชื่อมโยงกับมาตรฐานสากล 

ต้องจัดตั้งโครงสร้างทาง
กฎหมายและบุคลากรเฉพาะ 

3. แบบผสม (Hybrid) ใช้ Sandbox เดิมแต่มี “AI 
Track” เฉพาะทาง 

ยืดหยุ่นและเป็นสะพานเชื่อมสู่ระบบ
ถาวร 

ยังมีความไม่ชัดเจนทาง
กฎหมาย 

 
ข้อสรุปสำหรับเอเชีย 

ภูมิภาคเอเชียควรใช้แนวทาง Sandbox เป็นเครื่องมือสร้างความร่วมมือระดับภูมภิาคด้าน AI Governance 
เพื่อก้าวสู่ธรรมาภิบาลเชิงรุก (Proactive and Adaptive Governance) ที่ไม่เพียงตอบสนองต่อความเสี่ยงเท่าน้ัน แต่ยัง
ขับเคลื่อนการเรียนรู้และนวัตกรรมในภาครัฐอย่างต่อเนื่อง 
 
9. Case Study A2: BSP Regulatory Sandbox for AI in Financial Services 

โดย Melchor T. Plabasan 
Learning by Doing เป็นแนวทางหลักของ BSP ในการเรียนรู้ผ่านการทดลองจริงในสภาพแวดล้อมที่ควบคุมได้  เป็น

การเรียนรู้จากการทดลองจริง (real-world pilots) ภายใต้สภาพแวดล้อมควบคุม เพื่อลดความเสี่ยงเชิงนโยบายและได้บทเรียนใช้
งานได้เร็วกว่าแนวทางศึกษาบนกระดาษ โดยเริ่มต้นด้วยการพัฒนา “ผู้ช่วยอัจฉริยะ (AI Assistant)” ที่มีคลังความรู้เฉพาะด้าน 
ผ่านการคัดกรองและจัดหมวดหมู่โดยผู้เชี่ยวชาญ เน้นเนื้อหาที่เกี่ยวข้องกับกฎระเบียบการบริหารความเสี่ยงด้านเทคโนโลยี
สารสนเทศ (IT Risk Management Regulations) ซึ่ง BSP ต้องดูแลกฎเกณฑ์และหนังสือเวียนด้านเทคโนโลยีและความเสี่ยง
จำนวนมาก เจ้าหน้าที่ต้องอ้างอิงอยู่เสมอ การค้นหาด้วยวิธีปกติใช้เวลานานและอาจตีความไม่ตรงกัน โครงการนี้จึงเสนอ “AI 
assistant” เพื่อเป็นเครื่องมือค้นคว้าและช่วยสรุปข้อกำหนดได้อย่างถูกต้อง รวดเร็ว และโปร่งใส 

โซลูชันนำร่อง “GabAI” 
GabAI ผู ้ช่วยอัจฉริยะให้บุคลากรด้านกำกับดูแล สามารถดึงข้อมูลจากเอกสาร BSP เช่น หนังสือเวียน คำสั่ง หรือ

กฎระเบียบ/ข้อบังคับทางการต่างๆ  โดยการค้นหาข้อมูลด้วยภาษาธรรมชาติ พร้อมอ้างอิงแหล่งข้อมูลจริง สรุปเอกสารและช่วย
เขียนสุนทรพจน์/บทสรุปต่างๆ และเป็นแหล่งความรู้ภายในองค์กรแบบเรียลไทม์ ซึ่งสามารถแก้ปัญหาเรื่องการค้นหาเอกสารกำกับ
ดูแลที่ใช้เวลานาน ความล่าช้าในการจัดทำรายงานหรือเอกสารสื่อสาร ความเสี่ยงต่อการตีความข้อกำหนดผิดและการแบ่งปันองค์
ความรู้ที่ไม่เป็นระบบของ BSP ได้ 

 



ผลสำรวจการใช้ AI ในสถาบันการเงินของฟิลิปปินส ์
• 94% ของสถาบันที่ตอบแบบสอบถามใช้หรือมีแผนใช้ AI 
• 56% มี AI/ML ที่ใช้งานจริง 
• 60% ใส่ AI ใน roadmap ขององค์กร 
• ตัวอย่างการใช้งาน การยืนยันตัวตน ป้องกันการฉ้อโกง การปรับบรกิารเฉพาะบุคคล การประเมินความเสี่ยง

สินเช่ือและ Generative AI assistants 
การใช้ AI ในสถาบันการเงิน  

• AI ไม่ใช่เทคโนโลยีทดลองอีกต่อไป แต่เป็นกลยุทธ์หลักของการแข่งขันในอุตสาหกรรมการเงิน ฝั่งหนว่ยงาน
กำกับดูแล เช่น ธนาคารหรือสำนกังานคณะกรรมการกำกับหลักทรพัย์ฯ ต้องเร่งพัฒนาองค์ความรูภ้ายใน (Regulatory Learning 
Speed) ให้เท่าทันการใช้ AI ของภาคการเงิน คือต้องมี RegTech และ AI Sandbox เพื่อให้ผู้กำกับดูแลภาคการเงินได้เรียนรู้ไป
พร้อมกับผู้ประกอบการ 

• การพึ่งพาโมเดล/บริการภายนอก สถาบันการเงินมากกว่า 50% ใช้ โมเดล AI/ML จากผู้ให้บริการภายนอก 
(Outsourced Service Providers, OSPs) เช่น ใช้บริการ cloud AI, credit scoring APIs, หรือ fraud detection solutions 
จากต่างประเทศ ดังนั้นหน่วยงานกำกับควรออกแนวทางการจัดการความเสีย่งจากผู้ให้บริการ AI ภายนอก (AI Outsourcing 
Guidelines) และควรบังคับให้ทุกสถาบันมี AI Vendor Register บนัทึกข้อมูลผู้ให้บริการทั้งหมด 

• การใช้งานในระบบจริง  เมื่อโมเดล AI ถูกนำมาใช้จริงในธุรกิจ เช่น การอนุมัตสิินเช่ือ หรือการตรวจจบัการ
ฟอกเงินจะต้องผ่านขั้นตอนควบคมุสองช้ัน คือ 

o การทดสอบก่อนใช้งานจริง เพื่อประเมินว่าโมเดลปลอดภัยและเช่ือถือได้ก่อนปล่อยใช้งาน 
o การติดตามหลังการใช้งาน เพื่อให้แน่ใจว่าโมเดลยังคงมีประสิทธิภาพและไม่เบี่ยงเบนจากเดมิ 

ตัวชี้วัด “ผลิตภาพภาครัฐ” ที่ผูกกับเคสนี ้
• เวลาเฉลี่ยในการค้น/ตีความข้อกำหนด (ลดลง %) 
• เวลาจัดทำเอกสารสรุปข้อมูลสำคญั (ลดลง %) 
• อัตราความครบถ้วนของการอ้างอิง (≥ X%) 
• จำนวน/สดัส่วนคำตอบท่ีต้องทบทวนซ้ำ (Rework rate) 
• ความพึงพอใจผู้ใช้ภายในและจำนวนประเด็นนโยบายทีต่ัดสินใจไดด้ว้ยหลักฐานจาก sandbox 

คำแนะนำเชิงปฏบิัติสำหรับหน่วยงานภาครัฐ 
• เร่ิมเล็ก-เสี่ยงต่ำ: เริ่มจากโครงการขนาดเล็ก ใช้ข้อมูลภายในหน่วยงาน เช่น ระเบียบ คำสั่ง หนังสือเวียน 

 ใช้ RAG Assistant (Retrieval-Augmented Generation) แบบเดียวกับ GabAI เพื่อช่วยเจ้าหนา้ที่ค้นหา สรุป และ
อ้างอิงข้อมูลจากเอกสารภายใน ควบคุมขอบเขตการใช้งานและผู้เขา้ถึง เพื่อให้ทดสอบได้โดยไม่กระทบต่อข้อมูลสำคัญ
หรือระบบหลัก 

• โครงสร้างของทีม 
- Model Owner  ควบคุมการออกแบบและอัปเดตโมเดล เช่น ศูนย์เทคโนโลยสีารสนเทศ  
- Data Owner  ดูแลคณุภาพและสิทธ์ิการเข้าถึงข้อมูล เช่น สำนักนโยบาย/สำนักกฎหมาย 
- Policy Owner  กำหนดหลักเกณฑ์การใช้ AI เช่น กลุ่มพัฒนาระบบราชการ / กองยุทธศาสตร์ 
- Security Officer ตรวจสอบความมั่นคงปลอดภัยไซเบอร์ เช่น สำนักความปลอดภัยสารสนเทศ 
- Legal Officer  ตรวจความสอดคล้องกับกฎหมาย/PDPA เช่น กองกฎหมายหรือฝา่ยนิติการ 

• แนวทาง กฎเกณฑ์ และขั้นตอนปฏิบัติด้านการกำกับดูแล ประกอบด้วย 3 ส่วนหลัก 
(ก) การทดสอบก่อนใช้งาน   

ตรวจสอบประสิทธิภาพ ความถูกต้อง ความเป็นธรรม และความปลอดภัย 
(ข) การกำกับผู้ให้บริการภายนอก   



กำหนดขอบเขตข้อมลูที่ส่งให้ผูร้ับจ้างหรือ cloud provide   ระบเุง่ือนไขการเข้าถึง การเก็บรักษา และการ
ทำลายข้อมลู และจดัทำสญัญา Data Processing Agreement (DPA) 

(ค) หลักฐานตรวจสอบย้อนหลัง  
เก็บบันทึกคำถาม-คำตอบ, เวอร์ชัน่โมเดล และแหล่งข้อมลูอ้างอิง ทำให้ตรวจสอบย้อนหลังได้หากเกดิข้อ
ร้องเรียนหรือข้อผิดพลาด 

• การใช้งานและกำกับดูแล  
ควรมีคู่มือถาม-ตอบ วิธีตรวจคำตอบ เกณฑ์การตรวจสอบเหตุการณ์ๆ ตามผูร้ับผดิชอบรวมถึงมีแนวทางการจัดการที่
ชัดเจน 

• การขยายผล 
ขยายผลจากโครงการต้นแบบไปยงัหน่วยงานอ่ืนภายในกระทรวงหรอืองค์กร โดยใช้หลัก “ขยายตามความพร้อม” 

(Scale by Readiness) 
ลำดับการขยายผล 

1. ทีมกำกับดูแล (Regulatory / Supervision Teams) ใช้ AI assistant เพื่อช่วยสรุปและวิเคราะห์
ข้อกำหนด 

2. ทีมตรวจสอบและนโยบาย (Audit / Policy Teams) ใช้ระบบเพื่อเช่ือมโยงข้อกำหนดกับหลักฐานการตรวจ 
3. ทีมบริการสาธารณะ (Public-facing Teams) ขยายสู่ chatbot ที่ตอบคำถามประชาชน เช่น ข้ันตอน

อนุญาต / การร้องเรียน 
 
ประโยชน์ที่หน่วยงานภาครัฐจะได้รับ 

- ลดเวลาในการค้นหาและตีความเอกสารราชการ 
- ทุกคำตอบของระบบมีที่มาชัดเจน ตรวจสอบได ้
- พัฒนาเจ้าหน้าที่ให้เข้าใจการใช้ AI อย่างปลอดภัย 
- มีกรอบทดสอบและควบคมุก่อนขยายจริง 
- สร้างต้นแบบ AI Sandbox ภาครฐั ที่ต่อยอดได้หลายหน่วยงาน 

 
10. Scaling RegTech: Policy, Innovation, and Institutional Pathways 

หัวข้อ : อุปสรรคการขับเคลื่อน RegTech  (โดย Dr. HaeOk Choi) 
• เทคโนโลยีเพียงอย่างเดียวไม่เพียงพอหากไม่มีกรอบการบริหารภาครัฐ 

การนำเทคโนโลยีมาใช้ในภาครัฐจำเป็นต้องมีกรอบการบริหารภาครัฐและกรอบนโยบายที่ชัดเจน ทั้งในด้าน
กฎหมาย มาตรฐานความปลอดภัยและกลไกกำกับดูแล เพื่อให้เทคโนโลยีสามารถทำงานได้ในระบบราชการโดยไม่เกิดความขัดแย้ง
กับกฎระเบียบเดิมหากไม่มีกรอบการบริหารภาครัฐที่รองรับเทคโนโลยีจะเป็นเพียงโครงการทดลอง (Pilot Project) ที่ไม่สามารถ
ต่อยอดได้จริง 

• หน่วยงานรัฐมักให้ความสำคัญกบัการปฏิบัติตามกฎระเบียบมากกว่าการทดลองนวัตกรรม 
ระบบราชการถูกออกแบบให้ลดความเสี่ยงและหลีกเลี่ยงความผิดพลาด ทำให้เจ้าหน้าที่มักไม่กล้า ทดลองสิ่ง

ใหม่ เพราะเกรงจะละเมิดกฎหรือสร้างความเสียหาย ส่งผลให้วัฒนธรรมขององค์กรเป็นแบบเน้นความมั่นคงมากกว่าความคิด
สร้างสรรค์ ซึ่งขัดต่อหลักการพัฒนานวัตกรรมโดยสิ้นเชิง 

• วัฒนธรรมแบบอนุรักษ์นิยมนี้ทำให้การต้ังหน่วยนวัตกรรมและความร่วมมือข้ามหน่วยงาน เป็นไปได้ยาก 
หน่วยนวัตกรรม ( Innovation Unit) ต้องการพื้นที่เสรีในการคิด ทดลอง และทำงานข้ามสายงานแต่ใน

โครงสร้างราชการแบบดั้งเดิมซึ่งเน้นลำดับชั้น (Hierarchy) และกฎเกณฑ์ตายตัว การประสานงานเชิงนวัตกรรมมักติดขัด ทำให้
ขาดการร่วมมือกัน 



• กรอบกฎหมายและนโยบายเคลื่อนไหวช้ากว่าเทคโนโลยี 
ในหลายประเทศเทคโนโลยีเปลี่ยนแปลงอย่างรวดเร็ว แต่กฎหมายกลับใช้เวลาหลายปีในการปรับแก้ไข

กฎหมายใหม่ ความล่าช้านี้ทำให้ศักยภาพของเทคโนโลยีไม่สามารถถูกนำมาใช้สร้างประโยชน์ได้เต็มที่ เช่น กรณี AI, Blockchain 
หรือ Open Data ที่กฎหมายยังไม่รองรับการใช้จริง 

• การบริหารแบบแยกส่วนและการแข่งขันระหว่างกระทรวง (Fragmented Governance) 
ภาครัฐหลายประเทศประสบปัญหาต่างคนต่างทำ ซึ่งในแต่หน่วยงานต้องการงบประมาณของตนเอง จึงไม่ยอม

แบ่งปันข้อมูลหรือร่วมมืออย่างแทจ้ริง ผลลัพธ์คือระบบกำกับดูแลทีข่าดเอกภาพและเกดิช่องว่างระหว่างหน่วยงาน ซึ่งเป็นอุปสรรค
ต่อการใช้ RegTech อย่างมีประสทิธิภาพ 
 

หัวข้อ : มุมมองเชิงปฏิบัติของการยอมรับเทคโนโลยีในภาครัฐ (โดย Melchor T. Plabasan) 
1. อุปสรรคอันดับแรก: ความเชื่อมั่นและทัศนคติ (Trust and Mindset) 

ภาครัฐมีลักษณะที่ไม่ค่อยชอบความเสี่ยง เนื่องจากเจ้าหน้าที่ของรัฐมีความรับผิดชอบในการปฏิบัติหน้าที่โดยยึดมั่น
ในหลักประโยชน์ส่วนรวมและความโปร่งใสของการดำเนินงานทุกขั้นตอน จึงมักใช้กระบวนการที่เข้มงวดและเป็นทางการใน      
การพิจารณาเทคโนโลยีใหม่ ๆ ก่อนนำมาใช้จริง เพื่อหลีกเลี่ยงความผิดพลาดหรือผลกระทบที่อาจเกิดขึ้นในวงกว้าง  ซึ่งเจ้าหน้าที่
ของรัฐจำนวนมากไม่กล้าเสี่ยงทดลองนวัตกรรมใหม่ หากยังไม่มีหลักฐานชัดเจนว่าระบบนั้นปลอดภัยและเป็นไปตามกฎระเบียบ 
เนื่องจากทุกการตัดสินใจต้องมีความรับผิดชอบและตรวจสอบได้ ซึ่งทำให้เกิดวัฒนธรรมองค์กรที่ให้ความสำคัญกับความมั่นคง
มากกว่าการทดลองและเรียนรู้ แต่ในทางตรงข้ามภาคเอกชนสามารถตัดสินใจได้รวดเร็วกว่าเพราะมีแรงจูงใจเชิงธุรกิจที่ชัดเจน ทั้ง
ในด้านผลกำไร การแข่งขันในตลาด และความจำเป็นในการปรับตัวเพื่อความอยู่รอด ภาคเอกชนจึงยอมรับความเสี่ยงได้มากกว่า 
และพร้อมจะทดลองเทคโนโลยีใหม่เพื่อหานวัตกรรมที่สร้างมูลค่าเพิ่ม ซึ่งความแตกต่างของสองภาคส่วนน้ีจึงกลายเป็นอุปสรรคเชิง
วัฒนธรรมที่สำคัญต่อการนำเทคโนโลยีใหม่เข้ามาใช้ในภาครัฐ เพราะแม้จะมีเครื่องมือ RegTech ที่ทันสมัยเพียงใด หากเจ้าหน้าที่
รัฐยังมีทัศนคติไม่ค่อยชอบความเสี่ยงเกินไป ก็จะไม่สามารถผลักดันให้เกิดการเปลี่ยนแปลงได้อย่างแท้จริง 

แนวทางการแก้ไข ภาครัฐควรสร้าง “วัฒนธรรมความไว้วางใจ (Culture of Trust)” โดยเน้นการสื่อสารภายในองค์กร 
ส่งเสริมให้บุคลากรมสี่วนร่วมในการทดลองและยอมรับความล้มเหลวบางส่วนเพ่ือแลกกับการเรียนรู้ 

 
2. การสร้างพ้ืนที่ทดลองอย่างมีความรับผิดชอบ (Responsible Experimentation) 

ภาครัฐมีข้อจำกัดในด้านกฎหมาย ระเบียบ และความเสี่ยงเชิงนโยบาย แต่ก็สามารถทดลองสิ่งใหม่ได้ หากมี      
การออกแบบกระบวนการทดลองที ่อยู ่ภายใต้กรอบที ่ปลอดภัยและตรวจสอบได้  กลไกสำคัญที ่หลายประเทศนำมาใช้คือ 
Regulatory Sandbox ซึ่งเป็นเครื่องมือที่เปิดโอกาสให้หน่วยงานกำกับดูแล ภาคธุรกิจ หรือสตาร์ทอัพสามารถทดสอบเทคโนโลยี 
นวัตกรรม หรือบริการใหม่ ๆ ได้จริง โดยอยู่ภายใต้การกำกับดูแลแบบจำกัดขอบเขตภายใต้ Sandbox นี้ หน่วยงานรัฐสามารถ
อนุญาตให้ผู้พัฒนาทดลองระบบได้ โดยกำหนดกรอบเวลา เงื่อนไข และขอบเขตของความเสี่ยงที่ยอมรับได้อย่างชัดเจน ซึ่งช่วยให้
สามารถสังเกตผลลัพธ์จริงของนวัตกรรม ได้โดยไม่ต้องเปลี่ยนกฎหมายหลักในทันที 

นอกจากนี้ Sandbox ยังเป็นพื้นที่สำคัญในการสร้าง การเรียนรู้ร่วมกันระหว่างหน่วยงานภาครัฐกับผู้พัฒนา
เทคโนโลยี ทั้งสองฝ่ายสามารถแลกเปลี่ยนข้อมูล ความเข้าใจ และประสบการณ์จริง เพื่อร่วมกันออกแบบกฎระเบียบที่เหมาะสม
กับเทคโนโลยีใหม่ แนวคิดนี้จึงทำให้ Regulatory Sandbox กลายเป็นพื้นที่ปลอดภัยสำหรับนวัตกรรม เพราะผู้พัฒนาไม่ต้องกังวล
ว่าจะละเมิดกฎหมายระหว่างการทดลองในขณะที่ภาครัฐก็สามารถติดตามและประเมินความเสี่ยงได้อย่างใกล้ชิด 

3. อุปสรรคด้านโครงสร้างพ้ืนฐานและต้นทุน (Infrastructure and Cost) 
หน่วยงานภาครัฐจำนวนมากยังคงใช้ระบบเทคโนโลยีสารสนเทศแบบเดมิที่มีมานาน หรือท่ีเรียกว่า Legacy Systems ซึ่ง

ระบบเหล่านี้มักถูกพัฒนาขึ้นตามภารกิจเฉพาะของหน่วยงานในช่วงเวลานั้น และไม่ได้ถูกออกแบบมาให้รองรับการบูรณาการหรือ
เชื่อมโยงข้อมูลกับเทคโนโลยีสมัยใหม่ ผลที่เกิดขึ้นคือเมื่อมีความพยายามนำเทคโนโลยีใหม่ เช่น ปัญญาประดิษฐ์ (AI), บล็อกเชน 



(Blockchain) หรือระบบคลาวด์ (Cloud Computing) เข้ามาใช้ในงานราชการ ระบบเดิมมักไม่สามารถเชื่อมต่อได้โดยตรง ต้อง
อาศัยการปรับแต่งหรือลงทุนเพิ่มเติมในระบบเชื่อมต่อ ( Interface / Integration Layer) ซึ่งมีค่าใช้จ่ายสูงและใช้เวลามาก       
การปรับปรุงหรือเชื่อมโยงระบบเหล่านี้ให้ทันสมัยมีความจำเป็นต้องใช้งบประมาณ โดยเฉพาะในหน่วยงานรัฐที่ต้องดำเนินการ
ภายใต้กรอบงบประมาณประจำปีที่จำกัด และมีกฎระเบียบด้านการจัดซื้อจัดจ้างที่เข้มงวด ทำให้การพัฒนาเทคโนโลยีใหม่ต้องใช้
เวลานานและขาดความยืดหยุ่น นอกจากนี้ โครงสร้างพื้นฐานทางดิจิทัลของภาครัฐในภาพรวม เช่น  ระบบฐานข้อมูลกลาง 
(Centralized Data System)  มาตรฐานการเชื่อมต่อข้อมูล (API Standards) และศูนย์ข้อมูลและระบบคลาวด์ภาครัฐ ยังไม่
พร้อมเทียบเท่ากับภาคเอกชนที่มีความคล่องตัวสูงกว่า ส่งผลให้การพัฒนา RegTech ในภาครัฐต้องเผชิญกับข้อจำกัดด้านเทคนิค
และต้นทุนท่ีสูงกว่ามาก 

แนวทางแก้ไข หน่วยงานรัฐควรมองการลงทุนด้านเทคโนโลยีเป็นการลงทุนร่วมในโครงสร้างพื้นฐานดิจิทัล (Shared 
Digital Infrastructure) มากกว่าการพัฒนาแยกส่วนของแต่ละหน่วยงาน เพื่อให้สามารถใช้ทรัพยากรร่วมกันและลดค่าใช้จ่ายใน
ระยะยาว ควรมีการจัดทำยุทธศาสตร์เทคโนโลยีระดับชาติ (National Tech Strategy) ที่กำหนดทิศทางการพัฒนา ระบบกลาง 
และมาตรฐานข้อมูล (Data Interoperability) เพื่อให้เกิดการเช่ือมโยงและใช้ประโยชน์ร่วมกันได้อย่างแท้จริง 

4. ความท้าทายในการขยายผล (Scaling Up Challenge) 
โครงการนำร่อง (Pilot Project) หลายโครงการจะประสบผลสำเร็จในระยะเริ่มต้น โดยสามารถแสดงให้เห็นถึงศักยภาพ

ของเทคโนโลยีใหม่ในการเพิ่มประสิทธิภาพการกำกับดูแลหรือการให้บริการ แต่การขยายผล (Scaling Up) ไปสู่ระดับระบบ
ราชการทั้งหมดกลับเป็นเรื่องที่มีความซับซ้อนและท้าทายอย่างยิ่ง สาเหตุหลักมาจากการที่ภาครัฐจำเป็นต้องดำเนินการเปลีย่นผา่น
ทั้งเชิงโครงสร้างและเชิงวัฒนธรรมไปพร้อมกัน กล่าวคือ ต้องปรับโครงสร้างองค์กร (Organizational Structure) เพื่อรองรับการ
ทำงานแบบบูรณาการและยืดหยุ่นมากขึ้นและต้องเปลี่ยนทัศนคติของบุคลากรให้เปิดรับการทำงานรูปแบบใหม่ที่ใช้เทคโนโลยีเป็น
กลไกหลัก และกระบวนการเปลี่ยนแปลงดังกล่าวไม่สามารถเกิดขึ้นได้หากปราศจากการสนับสนุนจากผู้บริหารระดับสูง ซึ่งถือเป็น
ปัจจัยสำคัญที่สุดในการขับเคลื่อนเพราะผู้บริหารมีบทบาทในการกำหนดทิศทาง สร้างแรงจูงใจ และจัดสรรทรัพยากรให้แก่
หน่วยงาน 

นอกจากนี้ การขยายผลยังต้องอาศัยการพัฒนาขีดความสามารถของบุคลากรอย่างต่อเนื่อง เพื่อให้เจ้าหน้าที่สามารถใช้
เทคโนโลยีใหม่ได้อย่างมั่นใจและมีประสิทธิภาพ รวมถึงต้องมีกลไกติดตามและประเมินผลเพื่อประเมินว่าเทคโนโลยีที่นำมาใช้นั้น
สามารถตอบสนองต่อวัตถุประสงค์ของงานราชการได้จริงและไม่สร้างภาระหรือความซ้ำซ้อนในกระบวนการบริหาร 

 
5. แนวทางเชิงระบบเพ่ือขับเคลื่อนการนำ RegTech ไปใช้ในภาครัฐ 

เพื่อให้การนำเทคโนโลยีกำกับดูแล (RegTech) มาใช้ในภาครัฐสามารถเกิดผลอย่างเป็นรูปธรรมและยั่งยืน จำเป็นต้องมี
แนวทางการดำเนินงานเชิงระบบท่ีครอบคลุมทั้งมิติของ “คน” “องค์กร” และ “เทคโนโลยี” ซึ่งมแีนวทางหลัก 3 ประการ ดังน้ี 

1. การสื่อสารอย่างเปิดกว้าง (Continuous Open Dialogue) 
ภาครัฐควรเปิดพื้นที่ให้มีการแลกเปลี่ยนความคิดเห็นระหว่างหน่วยงานภายใน องค์กรกำกับดูแล และภาคส่วนที่

เกี่ยวข้องอย่างต่อเนื่อง เพื่อสร้างความเข้าใจร่วมกันเกี่ยวกับเป้าหมายการใช้เทคโนโลยี ตลอดจนเพื่อระบุปัญหาและอุปสรรคที่อาจ
เกิดขึ้นในกระบวนการดำเนินงาน การมีช่องทางการสื่อสารที่โปร่งใสและเปิดกว้าง จะช่วยเสริมสร้างความไว้วางใจและการยอมรับ
ภายในองค์กร ซึ่งเป็นปัจจัยสำคัญต่อการเปลี่ยนผ่านสู่ระบบการทำงานแบบดิจิทัล 

2. การพัฒนาศักยภาพบุคลากร (Continuous Capacity Building) 
บุคลากรภาครัฐ ถือเป็นหัวใจของการเปลี่ยนแปลงจำเป็นต้องได้รับการพัฒนาอย่างต่อเนื่องทั้งด้านความรู้ทาง

เทคโนโลยี ความเข้าใจในกฎระเบียบ และทักษะเชิงนวัตกรรม เพื่อให้สามารถใช้เครื ่องมือ RegTech ได้อย่างมั ่นใจและมี
ประสิทธิภาพ การฝึกอบรมควรมุ่งเน้นการเรียนรู้แบบลงมือปฏิบัติและการพัฒนาความเข้าใจเชิงนโยบาย (Policy Awareness) 
ควบคู่กัน เพื่อให้บุคลากรสามารถแปลเทคโนโลยีให้สอดคล้องกับบริบทของงานราชการ 

 
 



3. แนวทางเทคโนโลยีแบบไม่ยึดติด (Technology-Agnostic Approach) 
ภาครัฐควรหลีกเลี่ยงการยึดติดกับเทคโนโลยีหรือผู้ให้บริการรายใดรายหนึ่ง แต่ควรเลือกใช้เทคโนโลยทีี่เหมาะสม

ที่สุดกับบริบทขององค์กรและเป้าหมายเชิงยุทธศาสตร์ แนวทางนี้จะช่วยให้ระบบราชการมีความยืดหยุ่นและสามารถปรับตัวได้
รวดเร็วต่อการเปลี่ยนแปลงของเทคโนโลยี รวมทั้งลดความเสี่ยงจากการผูกพันกับเทคโนโลยีเฉพาะราย 
 
หัวข้อ: มิติทางการเมือง วัฒนธรรม และเทคนิคในการขยายผล RegTech (โดย Dr. Hau Chen Mike Lee) 

อุปสรรคทีส่่งผลต่อการนำเทคโนโลยีกำกับดูแล (RegTech) ไปใช้ในภาครัฐอย่างมีประสิทธิภาพ สามารถจัดลำดับ
ความสำคญัได้ 3 ประการ ดังนี ้

1. อุปสรรคทางการเมือง (Political Barriers) 
ผู้นำองค์กรหรือผู้บริหารระดับสูง เป็นแรงผลักดันสำคัญที่สุดต่อการขับเคลื่อนนวัตกรรมในภาครัฐหากผู้บริหารไม่ให้

ความสำคัญหรือไม่มีแรงสนับสนุนอย่างชัดเจน การขยายผลของเทคโนโลยีจะไม่เกิดขึ้นจริง เนื่องจากหน่วยงานระดับปฏิบัติจะขาด
ความมั่นใจในการเปลี่ยนแปลง ผู้นำภาครัฐมักมีความระมัดระวังสูงและต้องการความแน่ใจในผลลัพธ์ก่อนตัดสินใจสนับสนุน
นวัตกรรมใด ๆ ดังน้ันจึงจำเป็นต้องสร้างความเชื่อมั่นเชิงนโยบายผ่านผลลัพธ์ที่เห็นได้จริง 

2️. อุปสรรคทางวัฒนธรรมองค์กร (Cultural Barriers) 
แนวทางเริ่มต้นท่ีจับต้องได้และเหมาะกับบริบทของหน่วยงานรัฐ คอื เริ่มจากปญัหาที่องค์กรถูกวิพากษ์วิจารณม์าก

ที่สุด ตัวอย่าง เช่น หากหน่วยงานถูกวิจารณ์ว่ากระบวนการอนมุัตลิา่ช้าให้ใช้เทคโนโลยีเข้ามาช่วยปรบัปรุงข้ันตอนดังกล่าว เช่น 
ระบบอนญุาตแบบอัตโนมัติหรือระบบติดตามแบบดิจิทัล เพื่อให้สามารถแสดงผลลัพธ์ได้อย่างเป็นรปูธรรม เช่น ระยะเวลาลดลง 
ความพึงพอใจของผู้รับบริการเพิ่มขึ้น เป็นต้น และเมื่อผู้บริหารเห็นผลสำเร็จจริงจากโครงการเล็ก ๆ จะเกิดวงจรเชิงบวก (Positive 
Cycle) ที่สร้างความเช่ือมั่นและเปิดโอกาสใหภ้าครัฐยอมรับการใช้นวัตกรรมอื่น ๆ ต่อไป 

3. อุปสรรคทางเทคนิค (Technical Barriers) 
ภาครัฐจำนวนมากยังมีวัฒนธรรมการทำงานแบบอนุรักษ์นิยม เน้นระเบียบและความถูกต้องมากกว่าการทดลอง ซึ่ง

อาจทำให้บุคลากรไม่กล้าเสนอแนวทางใหม่ ๆ ในขณะเดียวกัน ปัญหาทางเทคนิค เช่น ความไม่พร้อมของระบบดิจิทัล การขาด
ข้อมูลกลาง หรือข้อจำกัดด้านงบประมาณ ก็ยังคงเป็นอุปสรรคที่ต้องได้รับการแก้ไขควบคู่กัน อย่างไรก็ตามหากสามารถสร้างแรง
สนับสนุนทางการเมืองจากบนลงล่างได้สำเร็จ จะช่วยลดอุปสรรคทั้งสองด้านนี้อย่างมีนัยสำคัญ 
 
11. สรุปภาพรวมและข้อคิดจากการอภิปรายทั้งหมด 

1. วิสัยทัศน์เพ่ืออนาคต (โดย Dr. Minh Khuong Vu) 
ทุกประเทศควรกำหนด “จุดหมายปลายทาง” ที่ชัดเจนว่า 10 ปีหรอื 20 ปีข้างหน้า ต้องการให้ประเทศและประชาชนอยู่

ในจุดใด ซึ่งการดำเนินโครงการหรอืนโยบายใด ๆ ควรเริม่จาก “แนวคิดเชิงหลักการ (Conceptual Thinking)” ที่รอบคอบก่อน
ลงทุนหรือเริม่ดำเนินการ ซึ่งมปีระเด็นสำคัญ 3 ด้าน คือ 

1. Positioning  กำหนดจุดยืนและบทบาทของตนเองในระบบเศรษฐกิจดิจิทัล เพื่อสร้างคุณค่าระดับประเทศ 
2. Productivity  ทุกการดำเนินการต้องนำไปสู่การเพิม่ผลิตภาพของสังคม องค์กร และประชาชน 
3. Platform  การสร้างความร่วมมอืแบบบูรณาการ โดยการสร้างระบบแพลตฟอร์มร่วมกัน ที่ให้ทุกภาคส่วนไม่

ว่าภาครัฐ เอกชน สถาบันวิชาการ และประชาชนสามารถทำงานร่วมกันได้ ซึ่งจะทำใหเ้กิดการแบ่งปันข้อมูลระหว่างหน่วยงาน  
การสร้างนวัตกรรมร่วมกันและการพัฒนาโครงสร้างพื้นฐานและบรกิารต่าง ๆ ให้เช่ือมโยงกันทั้งหมด 

2. นวัตกรรมการกำกับดูแล (โดย Dr. HaeOk Choi) 
การพัฒนา RegTech ไม่ได้จำกัดอยู่แค่ประเทศในเอเชียแต่กำลังแพร่หลายไปยังยุโรป  จุดเน้นไม่ใช่แค่การทดลอง

เทคโนโลยีใหม่ แต่รวมถึงการสร้างนวัตกรรมเชิงธรรมาภิบาล (Governance Innovation) ซึ่งแสดงให้เห็นว่าการเรียนรู้เชิงสถาบัน 
(Institutional Learning) กำลังเกิดขึ ้นทั่วโลก โดยปรับให้เข้ากับบริบทและโครงสร้างการบริหารของแต่ละประเทศ  ถือเป็น
พัฒนาการสำคัญของการแพร่กระจายนโยบาย (Policy Diffusion) ด้านนวัตกรรมการกำกับดูแล 



3. การเป็นองค์กร “RegTech Ready” (โดย Melchor T. Plabasan) 
การเตรียมความพร้อมขององค์กรให้สามารถนำเทคโนโลยมีาช่วยในการกำกับดูแล (RegTech) ได้อย่างมีประสิทธิภาพ 

โปร่งใส และยืดหยุ่นต่อการเปลีย่นแปลงทางดิจิทัล โดยองค์กรที่จะพร้อม ควรมีคณุลักษณะหลัก 2 ประการ 
1. Digital-First  ให้ความสำคญักับเทคโนโลยีดิจิทลัเป็นพื้นฐานของทุกกระบวนการทำงาน ปรับระบบงาน

ให้รองรับข้อมูลอิเล็กทรอนิกส์ การเช่ือมโยงข้อมลูและการวิเคราะหแ์บบเรียลไทม์ 
2. Agility   ปรับตัวได้รวดเร็วต่อเทคโนโลยีและกฎระเบียบใหม่ เป็นองค์กรที่สามารถตดัสินใจได้อย่าง

คล่องตัว 
• การลงทุนใน 3 ด้านหลัก การลงทุนเพื่อบรรลเุป้าหมายต้องลงทุนใน 3P คือ 

o Processes  ปรับปรุงขั้นตอนงานให้ทันสมยัและมีประสิทธิภาพก่อนนำระบบอัตโนมัติมาใช้ 
o People   ลงทุนพัฒนาทักษะ ความคิด และภาวะผู้นำ โดยเฉพาะผู้นำที่ต้องกล้าตัดสินใจด้าน

นวัตกรรม 
o Partnerships  สร้างความร่วมมอืกับหน่วยงานต่าง ๆ ทั้งภาครัฐ เอกชน และองค์กรระหว่างประเทศ เพื่อ

ขับเคลื่อนการเปลีย่นแปลง 
4. ความรู้และการเปลี่ยนแปลงในยุค AI (โดย Gilbert T. Trinchera) 

การสัมมนาครั้งนี้เป็นเวทีสำคัญที่รวบรวมผู้แทนจาก 21 ประเทศ และสะท้อนว่าแม้ประเทศพัฒนาแล้วก็ยังเผชิญ
ปัญหาคล้ายกัน ต่างกันที่ธรรมาภิบาล จากทฤษฎี “Half-Life of Knowledge Theory” อายุของความรู้มนุษย์ล่าสมัยลงไปเรื่อยๆ 
ดังเช่นในปี 1930 = 35 ปี, 1950 = 25 ปี, 1990 = 15 ปี, 2020 = 2.5 ปี และคาดว่าปัจจุบันเหลือเพียง 3 เดือนเท่านั้น 

ซึ่งสะท้อนให้เห็นว่าในยุค AI ความรู้ล้าสมัยเร็วมาก จึงต้อง เรียนรู้ – เลิกเรียนรู้ – เรียนรู้ใหม่ (Learn–Unlearn–
Relearn) อยู่เสมอ และ AI ไม่ใช่สิ่งที่น่ากลัว แต่เป็นผู้ช่วยที่ทำให้เราเข้าใจข้อมูลมหาศาลและเห็นจุดสำคัญของข้อมูลได้ดีขึ้น ซึ่ง
เราควรนำแนวคิดกลับไปลงมือใช้จริง โดยเริ่มจากหน่วยงานของตนเองเพราะการเปลี่ยนแปลงต้องเริ่มจากการร่วมมือและการ
เชื่อมั่นในคนรุ่นใหม ่เพื่อสร้างนวัตกรรมอย่างต่อเนื่อง 

บทสรุป 
การใช้ RegTech และ AI Governance ไม่ได้มุ่งเพียงเพื่อเพิ่มประสิทธิภาพของระบบเท่านั้น แต่ยังเป็นเครื่องมือสำคัญ

ในการเพิ่มประสิทธิภาพการกำกับดูแลภาครัฐ และการนำเทคโนโลยีเหล่านี้มาใช้จำเป็นต้องดำเนินควบคู่ไปกับการสร้างกรอบ
กำกับดูแลที่เหมาะสมกับกรอบธรรมาภิบาลดิจิทัลที่โปร่งใส ยืดหยุ่น และคำนึงถึงความรับผิดชอบ เพื่อให้ภาครัฐสามารถก้าวสู่
รัฐบาลดิจิทัล (Digital Government) อย่างยั่งยืน 

ส่วนที่ 2 ประโยชน์ที่ได้รับและการขยายผลจากการเข้าร่วมโครงการ  
▪ ประโยชน์ต่อตนเอง หน่วยงานต้นสังกัด และสายงานหรือวิชาชีพในหัวข้อนั้นๆ  

ประโยชน์สำหรับตนเองได้เรียนรู้และมีความเข้าใจการนำเทคโนโลยีมาประยุกต์ใช้กับงานของหน่วยงาน
มากขึ้น ได้เห็นภาพรวมและตัวอย่างจากประเทศต่างๆ ที่ได้มีการนำเทคโนโลยีไปใช้และเห็นผลลัพธ์แล้ว นอกจากนี้ยังได้แนวคิด
นำมาช่วยในการการออกแบบนโยบายและโครงการดิจิทัลเชิงบูรณาการของกรมโรงงานอุตสาหกรรมได้ ซึ่งปัจจุบันกรมโรงงาน
อุตสาหกรรมมุ่งมั่นพัฒนาด้านดิจิทัลอย่างต่อเนื่อง เพื่อให้สามารถนำข้อมูลและงานบริการต่างๆ ไปกำกับดูแลโรงงานอุตสาหกรรม
และบริการงานต่างๆ ให้สะดวกและรวดเร็ว มีความโปร่งใส คล่องตัว และนำข้อมูลไปบูรณาการร่วมกันระหว่างหน่วยงานภาครัฐให้
เกิดประโยชน์สูงสุดและตอบโจทย์การขับเคลื่อนองค์กรดิจิทัลอย่างสมบูรณ์และยั่งยืน 

▪ กิจกรรมการขยายผลที่ได้ดำเนินการภายในระยะเวลา 60 วันนับจากวันสุดท้ายของโครงการ  
เผยแพร่เอกสารความรู้ในเว็บไซต์ศูนย์เทคโนโลยีสารสนเทศและการสื่อสาร ของกรมโรงงานอุตสาหกรรม 

ในส่วนของ KM หัวข้อ “Digital Transformation and Regulatory Technology (RegTech) for Improving Public-sector 
Productivity” เพื่อให้เจ้าหน้าท่ีสามารถนำไปเรียนรู้เพิ่มเติมได้ โดยเฉพาะเจ้าหน้าที่ในส่วนของศูนย์เทคโนโลยีสารสนเทศและการ



สื่อสาร ซึ่งเป็นเจ้าหน้าที่ที่เกี ่ยวข้องกับการนำเทคโนโลยีไปใช้และพัฒนาในส่วนต่างๆ ของกรมโรงงานอุตสาหกรรม รวมถึง
เจ้าหน้าท่ีอื่นๆ ของกรมโรงงานอุตสาหกรรมที่ต้องการศึกษาเรื่องเทคโนโลยีปัจจุบันและการนำไปประยุกต์ใช้ในงานต่างๆ  

 
 

▪ กิจกรรมการขยายผลที่จะดำเนินการภายใน 6 เดือนหลังเข้าร่วมโครงการ  
 นำมาประยุกต์ใช้เริ่มต้นกับโครงการงบประมาณปี พ.ศ. 2569 ซึ่งเป็นโครงการที่นำเทคโนโลยีเข้ามาใช้ทั้ง
ในด้านการช่วยในการอนุมัติ อนุญาต และการให้คำปรึกษาทางด้านกฎหมาย จากความรู้ที่ได้รับสามารถมองเห็นภาพรวมและข้อ
ควรระวังในการนำ AI มาใช้งาน รวมถึงวางแผนเตรียมความพร้อมทั้งทางด้านบุคลากร การฝึกอบรมบุคลากรให้เข้าใจการใช้ AI 
อย่างปลอดภัย การออกแบบกระบวนการทำงานท่ีให้คนและ AI ทำงานร่วมกัน และการกำกับดูแลข้อมูลอย่างโปร่งใส โดยได้นำมา
จัดทำแผนร่วมกับโครงการของกรมโรงงานอุตสาหกรรม 3 โครงการที่เกี่ยวข้องกับ AI  คือ 

 1. โครงการพัฒนาระบบการอนุญาตและติดตามการจัดการสิ่งปฏิกูลหรือวัสดุที่ไม่ใช้แล้ว  ออกนอก
บริเวณโรงงานแบบอัตโนมัติ 

เป็นโครงการที่พัฒนาระบบการอนุญาตด้านกากอุตสาหกรรมแบบอัตโนมัติ (Auto e-License)  โดย
การนำ AI เข้ามาช่วยผู้ประกอบการในการยื่นคำขออนุญาต ซึ่งจะทำให้สามารถยื่นคำขอได้รวดเร็วและถูกต้อง รวมถึงทางด้านของ
เจ้าหน้าท่ีจะนำ AI มาช่วยในการพิจารณาอนุญาต เจา้หน้าท่ีสามารถตัดสินใจพิจารณาอนุญาตได้เร็วขึ้นจากคำแนะนำของ AI และ
บางคำขอที่เข้าเง่ือนไขท่ีกรมโรงงานอุตสาหกรรมกำหนดระบบจะสามารถอนุญาตแบบอัตโนมัตไิด้เลย ช่วยเพิ่มความสะดวกให้กับ
ผู้ประกอบการสามารถนำใบอนุญาตไปใช้ได้อย่างรวดเร็ว  

 2. โครงการติดตามและควบคุมการครอบครองของเสียเคมีวัตถุ 
  เป็นโครงการพัฒนาระบบติดตามและควบคุมการครอบครองของเสียเคมีวัตถุ โดยนำเทคโนโลยี

ปัญญาประดิษฐ์ (AI) มาใช้ในการตรวจสอบความถูกต้องและครบถ้วนของเอกสารที่ผู้ประกอบการยื่นขออนุญาต  รวมถึงมี AI 
Chatbot ให้คำแนะนำและตอบคำถามเกี่ยวกับขั้นตอนการขออนุญาต การรายงานข้อมูลและข้อกำหนดต่างๆ แก่ผู้ประกอบการ 
ซึ่งจะช่วยให้การจัดการของเสียเคมีวัตถุสอดคล้องกับกฎหมาย และช่วยป้องกันการละเมิดกฎหมายและหลีกเลี่ยงการถูกปรับ
สามารถติดตามข้อมูลของเสียเคมีในระบบที่มีการบันทึกและตรวจสอบทุกขั้นตอน มีความโปร่งใสและสามารถตรวจสอบได้ ซึ่ง
สร้างความเช่ือมั่นให้กับผู้ที่เกี่ยวข้อง รวมถึงหน่วยงานรัฐและชุมชน 

 3. โครงการระบบศูนย์กลางให ้คำปร ึกษาภายใต ้กฎหมายกรมโรงงานอุตสาหกรรม  ด ้วย
ปัญญาประดิษฐ์  (Artificial Intelligence : AI) 
     เป็นโครงการพัฒนาระบบให้คำปรึกษาด้านกฎหมายของกรมโรงงานอุตสาหกรรม  โดยนำ
เทคโนโลยีด้าน AI เข้ามาช่วยเพื่อให้ระบบมีประสิทธิภาพ รวดเร็ว และแม่นยำ ระบบที่สามารถให้ข้อมูลและคำแนะนำ ทาง



กฎหมายแก่ผู้ใช้งานได้ตลอด 24 ชั่วโมง โดยไม่จำเป็นต้องพึ่งพากระบวนการมนุษย์ เป็นการลดภาระงานของเจ้าหน้าที่และเพิ่ม
ความสะดวกสบายให้กับผู้ใช้บริการ สามารถปรับปรุงกระบวนการให้คำปรึกษาทางกฎหมายให้ทันสมัย และสามารถตอบสนองต่อ
ปัญหาหรือคำ ถามต่างๆ ได้อย่างทันท่วงที 
  ซึ่งจากการพัฒนาระบบต่างๆ จะมีโรงงานที่ได้รับการบริการของกรมโรงงานอุตสาหกรรมไม่น้อยกว่า 60,000 
โรงงาน และเจ้าหน้าท่ีที่เกี่ยวข้องไม่น้อยกว่า 500 คน 

ส่วนที่ 3 เอกสารแนบ  
▪ กำหนดการฉบับล่าสุด (Program) 
▪ เอกสารประกอบการประชุม/สัมมนา (Training Materials) 

 


